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Foreword I

The objective of this book is to promote an understanding of the qualitative
characterization of heat and mass transfer processes in the atmospheric boundary
layer. More specifically, it addresses the quantification of energy budgets and
vertical gas fluxes over vegetated surfaces including evapotranspiration. The book
abides by a classical definition of biophysical ecology in that “This understanding is
enhanced by using mathematical formulations of physical processes and relating
them to the unique properties of organisms”.1

The topics covered by the book are instrumental to deal with issues of great
societal relevance. Agriculture and forestry manage exchanges of light, water, and
gases between vegetated land surfaces and the atmosphere to produce food, feed,
fiber, wood, and fuels. From an environmental protection perspective, biophysical
ecology plays equally significant roles in the study and development of solutions
for the problems of climate change, desertification, and protection of biological
diversity, which is critically dependent on healthy vegetated habitats.

The judicious choices of the scope and depth of the book contents and its clarity
of organization are very well targeted for a public of undergraduate and master’s
level instructors, students, and practitioners in the environmental sciences, earth
sciences, agriculture, forestry, and physical geography.

The main body of the text characterizes the atmospheric surface layer, including
turbulent flow, flow over built-up surfaces, mass and energy flows over forests,
essential concepts of heat and mass transfer, and fundamentals of the global carbon
budget and climate change. The latter topic includes a component discussing the
potential relevance of biochar as a global carbon sink, a theme of utmost importance
nowadays. Worked-out exercises dealing with the concepts introduced in the pre-
vious chapters are well designed and will help consolidate understanding of the
corresponding topics. A series of annexes effectively frame and complement some
of the themes addressed in the main section of the book for the reader interested in
additional information.

The three authors have academic backgrounds in Forestry (an engineering
degree, in Portugal), and in Mechanical Engineering. Abel Rodrigues has an
undergraduate degree in Forestry engineering obtained in 1983 from the School of

1Gates, D. M. (2012). Biophysical ecology. Courier Corporation.
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Agriculture and Forestry (ISA, U. Lisbon), and from Instituto Superior Técnico
(IST, U. Lisbon) an M.Sc. in Mechanical Engineering (1994), and a Ph.D. in
Environmental Engineering (2002). He is a Senior Researcher at the Forestry
Research Unit of the National Institute for Agricultural and Veterinary Research,
where he developed research on atmospheric fluxes and on production and con-
version of biomass from short rotation coppices.

Gabriel Pita has an undergraduate degree in Mechanical Engineering/Applied
Thermodynamics (1975) and a Ph.D. in Mechanical Engineering (1988), both from
IST. He is an Assistant Professor at the Department of Mechanical Engineering at
IST, where he teaches Applied Thermodynamics, Physical Ecology, and Mass and
Energy Transfer. Professor Pita’s research has dealt with applied combustion,
characterization of the impacts of droughts on Portuguese forests, and analysis of
carbon uptake and productivity in eucalypt plantations.

Raúl Sardinha has an M.Sc. in Forestry from the University of Lisbon (1962)
and a D. Ph. in Wood Science from Oxford University (1974). He was a Full
Professor at ISA and retired in 2002. Professor Sardinha directed the Portuguese
National Forest Research Station in 1988–1995, was chairman of the installation
board of the University of Madeira and Rector of the Piaget University in
Guinea-Bissau, and represented Portugal in various international research organi-
zations. He developed research on the properties and suitability of the use of forest
products and on natural resources research policy for sustainable management in
tropical countries.

Lisbon, Portugal
May 2020

José M. Cardoso Pereira
Professor ISA/UL
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Foreword II

The study of environmental physics requires a truly holistic approach forming an
important plank in support of the environmental sciences. It provides the basis for
the understanding of the complex physical interactions among living beings and
their natural environmental components such as the atmosphere, natural or
anthropogenic canopies, or water basins. These interactions are based on fluid
dynamics and heat transfer processes associated with micrometeorology, airflow
turbulence, vertical fluxes of mass and energy, or particle transportation. A major
fraction of these phenomena occurs within the atmospheric surface layer of around
1 km depth from that surface, although not independent of the above atmosphere.

This textbook on Environmental Physics follows a first one published in 2014 in
the Portuguese Language by Piaget Publisher entitled “Princípios Fundamentais de
Ecologia Física” by Abel Rodrigues and Gabriel Pita, after two decades of research
on those topics, with a focus on energy budgets in horticultural greenhouses and
vertical fluxes of water vapor and carbon dioxide fluxes of cork oak and eucalypt
stands, representative of forest stands with lower and higher biomass productivity.
The fundamentals of scientific knowledge in the mass and heat transfer were laid in
the disciplines of Physical Ecology, lasting between 1993 and 2003, and Heat and
Mass Transfer, still existing in the graduate program of Environmental Engineering
in the Instituto Superior Técnico, of the University of Lisbon.

The content of the former book was maintained but enriched with information on
global carbon budgets and climate change, and principles of mass transfer regarding
particles, gases, and vapors. These later environmental topics, despite not restricted
to the surface layer, are nowadays of such relevance that its inclusion in a textbook
like this is deemed essential because the whole technical and scientific information
provides an interdisciplinary view on them.

A comprehensive applied theoretical approach is followed, grounded on fun-
damentals of fluid turbulent dynamics, heat transfer, or micrometeorology in dis-
tinct environments aiming to contribute to addressing applied matters such as
vertical flows of sensible heat, evaporation, sediment transport, carbon sequestra-
tion, and emissions or climate change. This approach encompasses natural and
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anthropogenic canopies, such as rough or smooth vegetable or modified canopies,
emphasizing mass flows driven by turbulent atmospheric flows and heat transfer
processes within the boundary layers involved. The authors aimed to provide a
review of the mathematical formulation that supports a range of ecological appli-
cations that underlie the evaluation of turbulent fluid flow, heat transfer, transient
transfer processes, evaporation, or carbon flows.

The whole content of this book follows a sequential pedagogical strategy, aimed
mainly at the graduate and postgraduate students in Environmental, Geographical,
Agricultural, and Forestry Engineering or Biological Sciences. The rationale is that
the framework of qualitative and quantitative principles of energy and mass transfer
presented will complement the biological-focused knowledge of these readers.
Thus, they will be better habilitated to integrate and interact with interdisciplinary
teams and thereby to assess complex global contemporary environmental issues
under a perspective of sustainable development. Such a strategy is multidimen-
sional and requires the involvement of a wide range of sectors. This approach
should include a “consolidation and development of the scientific knowledge base
and the informed participation of stakeholders”. In this sense, the authors believe
that this book can contribute to that effort.

The book subjects were organized into eight chapters and two annexes to follow
sequentially. Chapter 1 includes a general characterization of the atmospheric
mixed boundary layer with an analysis of micro, macro, and synoptic atmospheric
scales in the troposphere. A description of its diurnal dynamics with atmospheric
stability and vertical adiabatic temperature gradients was carried out. Chapter 2 is
dedicated to a characterization of the atmospheric surface boundary layer based on
the analogy between eddy diffusivity in turbulent flow and molecular exchange in
laminar flow, allowing for flux-gradient assumptions underlying the aerodynamic
methodology for quantification of vertical fluxes of mass and energy. Chapter 3
presents a qualitative and quantitative formulation and parameterization of airflow
turbulence in the surface layer. A quantitative and qualitative analysis of the con-
tinuum spectral turbulent dynamics was made with the discussion of scales of
production, inertial and dissipative of turbulent eddies, under distinct atmospheric
stability conditions, along with the evaluation of power spectra, autocorrelation, and
cross-correlation functions.

Chapter 4 develops the main processes of vertical heat and mass transfer on forest
canopies, wherein flux-gradient assumptions may not be valid, with canopy stomatal
resistance and drastic intermittent airflow events playing a relevant role in convec-
tive dynamics. The proneness of forest canopies to drag processes and their rele-
vance on evapotranspiration and carbon sequestration and thus, the potential
mitigation in carbon change is also discussed. Chapter 5 describes the surface
boundary layer in urban and modified canopies such as low slope or hill surfaces,
with the development of processes such as internal and thermal boundary layers or
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urban heat islands. Flow phenomena such as extensive wakes, cavities, or horizontal
warping horseshoe vortices, speedup profiles in hills or katabatic and descending
flows under atmospheric inversion conditions are also assessed. Chapter 6 is dedi-
cated to heat and mass transfer stationary and transient processes of conduction,
convection, and radiation for evaluation of local energy budgets and thermal envi-
ronment control. Relevant topics on particle mass transfer processes which pose
serious environmental implications on seed and spore’s dispersion, or sediment
transport in land erosion and sediment transport in rivers and streams, were also
developed. Chapter 7 includes 13 worked-out exercise applications related to
microclimate variables, energy budgets, and vertical flows in canopies. Numerical
examples to illustrate many of the principles developed to help students to enhance
skills in using the equations involved in solving problems of heat flow, dissipation,
convection, carbon sequestration as well as measurement issues are presented. It is
expected that the resolution of real ecological problems presented in this chapter can
be a useful basis for a greater understanding and consolidation of the issues
developed in the previous applied theoretical chapters. Following the fundamentals
of heat and mass transfer in previous chapters, Chap. 8 addresses the issue of the
global carbon budget and its relationships with climate change. These are global
phenomena occurring within the convective boundary layer, whose relevance is
indisputable. It is a comprehensive chapter that brings together the most current
information on the predictions of climate change for various geographies on Earth
according to the magnitude of the carbon balance and its distribution in the atmo-
sphere. This chapter ends up with the presentation of the transformation of biomass
to biochar, which owed to its stability in the conservation of CO2, offers a good
perspective for carbon sequestration. This is an accessible technology that along
with its carbon sequestration potential, and/or reducing biomass fuel enhancer in
forest fires, can boost social and economic benefits in rural areas favored by adequate
supplies of biomass and derivatives.

Finally, two annexes are added: Annex 1 dedicated to the treatment of instru-
mentation relevant to the evaluation of micrometeorological parameters and their
specificities, precision and accuracy, data acquisition devices, and inherent errors;
and Annex 2 reserved for the development and an adequate framework of Newton’s
laws and the concepts associated with the Moment Conservation law as well as the
fundamental topics associated with the conservation of mass and motion, buoyancy,
fluid viscosity, evaporation, and psychrometry.

Overall, the main environmental physical and mathematical tools on significant
environmental physical subjects are covered, so that the reader can have an inter-
mediate to high-level insight on the issues addressed. Those tools are instrumental
to interpret the vast information available and to design strategies on data
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acquisition and instrumentation to carry out further deepening the knowledge in
several areas from more specialized sources. The recommended bibliography is
extensively listed, where readers could find more detailed texts if necessary.

Abel Rodrigues
UTI, Instituto Nacional de
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Oeiras, Portugal

Raul Albuquerque Sardinha
Carnaxide, Portugal
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K′ Radiation intensity emitted from a surface
k Von Karman constant; roughness height
k Thermal conductivity coefficient
L Characteristic length; latent heat of water vapor
L Monin–Obukhov stability length
LE Latent heat fluxes
Le Lewis number
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Re Reynolds number
Rep Reynolds number of particles
Rh Hydraulic radius
Ric Critical Richardson number
Rif Flux Richardson number
Rig Gradient Richardson number
Rim Mass Richardson number
Rn Radiative balance
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R(T) Total respiration
r Mixing ratio
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raH Aerodynamic resistance to sensible heat transfer
rM Aerodynamic resistance to vertical momentum transfer
raS Aerodynamic resistance to transfer of a hypothetical gas
raV Aerodynamic resistance to water vapor transfer
rc Canopy resistance
rr Resistance to longwave radiation
rhr Combined resistance for sensible heat loss and longwave radiation
S Water channel slope
Sb Direct solar radiation flux
Sd Diffuse solar radiation flux
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Sh Mean monthly total solar radiation flux outside the atmosphere
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St Mean monthly incident total solar radiation
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Sbl Radiative density flux mean
Sdt Daily irradiance
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Tv Virtual temperature
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z0T Roughness length for sensible heat
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c* Modified psychrometric constant
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dij Kronecker’s delta
dl Height of laminar boundary layer
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e Viscous dissipation
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H Angular velocity of Earth’s rotation
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jH Laminar diffusion for sensible heat
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k Wavelength
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wM Similarity function for momentum
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1General Characteristics
of the Atmospheric Boundary Layer

Abstract

This chapter includes a general characterization of the atmospheric boundary
layer with an analysis of micro, macro, and synoptic atmospheric scales in the
troposphere. The dimensional scales and frequencies of average flow, turbu-
lence, and atmospheric waves are discussed in relation to the transport of scalar
and vector variables. The conditions of atmospheric stability and instability,
associated with the vertical adiabatic gradient of actual and potential temper-
atures with daily variation of the structure of the atmospheric boundary layer,
were evaluated. The dynamics of atmospheric boundary layers, top inversion,
mixed layer, and surface layers along with subsidence and divergency play a
significant role as discussed.

About 80% of the atmosphere mass is in the troposphere. This layer extends from
the Earth’s surface up to an average altitude of 11 km and is characterized by a
vertical decreasing of temperature with an average gradient of 0.65 °C/100 m.

The atmospheric boundary layer is defined as part of the troposphere that is
directly influenced by the Earth’s surface and responds to surface perturbations
within a timescale of an hour or less (Stull 1994). Some of these perturbations
include frictional drag, evapotranspiration, and heat transfer by convection, pollu-
tant emission, and flux changes brought about by surface topographical changes.
The thickness of the atmosphere’s boundary layer varies over time and space,
ranging from hundreds of meters up to one or two kilometers.

Atmospheric motion occurs in scales that vary a great deal (Stull 2000). The size
classes usually described are turbulence in the range of 2–200 mm, the constant
flux layer that ranges from 200 mm to 200 m, the atmospheric boundary layer up to
about 1000–1500 m, the mesoscale dimensions comprising up to 2000 km, the
synoptic scale comprising movements of air masses between 2000 and 15,000 km
and finally, movements on a planetary scale that extend to heights of about
15,000 km.
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Heat and mass exchanges in the biosphere that interface the Earth and the
atmosphere enable anthropogenic and natural processes relevant in environmental
physics. These processes occur predominantly within the bottom of the atmospheric
boundary layer, corresponding to about 10% of its height, known as the surface
layer or constant flux layer, or Prandtl layer. When the layering is unstable its height
range is between 20 and 200 m, but it may decrease to a few meters when the
layering is stable. The designation of constant flux layer arises from the assumption
of constant fluxes with height allowing to estimate the fluxes of, e.g., sensible and
latent heat within this layer (Foken 2017).

The general structure and dynamics of the atmospheric boundary layer is highly
variable and is related to the air temperature and energy balance of the surface
adjacent to the atmosphere (Fig. 1.1).

The vertical variation of tangential stresses in the surface layer is constant and
the atmospheric flux is determined by surface frictional effects and the air tem-
perature vertical gradient. It is not affected by either the Earth's rotation or
large-scale pressure variations. In this layer the wind velocity profile is logarithmic.
In the upper layer or Ekman layer of the atmospheric boundary layer, tangential
stresses and wind direction are continually changing (Foken 2017) and the flow
dynamics are influenced by surface friction, temperature gradient, and the Earth's
rotation.

Atmospheric flow can be divided into three broad categories: mean wind, tur-
bulence, and atmospheric waves (Fig. 1.2). Each category may occur separately or
in the presence of any of the others (Stull 1994).

The horizontal transport of scalar or vector quantities such as humidity, sensible
heat, momentum, and pollutants is mainly due to the mean wind of about 2 to
10 m/s whereas turbulence is largely responsible for the vertical transport of these
quantities. The average horizontal wind velocity is higher than the mean velocity in
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Fig. 1.1 Schematic diagram of the vertical structure of the boundary layer (after Stull 1994)
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the vertical direction which is of the order of a few mm or cm/sec. Friction reduces the
horizontal flow and decreases the mean wind speed so that it is slowest near the ground.

The atmospheric turbulence of thermal origin coexists with the mechanical tur-
bulence generated by tangential stresses. The atmospheric turbulence is character-
ized by these thermals or wake-type eddies, which are formed because of forces such
as buoyancy or the retarding effect of surface frictional drag. All processes in the
atmospheric boundary layer and especially those concerning the micrometeorolog-
ical range are adjacent to the ground surface and can be simulated and compared
easily with laboratory experimental results with wind tunnels (Foken 2017).

Atmospheric waves are often seen in the stable night-time boundary layer and are
important for the transport of energy and momentum and have no bearing on a con-
vective transport of scalars such as sensible heat, humidity, and pollutants. Atmospheric
waves are caused, for example, by the interaction between the mean flow and surface
obstacles or are generated from far away sources such as lightning or explosions (Stull
1994). Atmospheric turbulence can be analyzed by breaking down the main variables
into mean components and fluctuations or perturbations. The mean component describes
the effects of the mean wind and temperature, while the disturbances or fluctuations
relate to the effects of atmospheric waves or to the overlapping turbulent effects.

Atmospheric turbulence is composed of eddies of various sizes, ranging between
millimeters and kilometers, and these interact so that the smaller feed on the larger
ones, resulting in mass and energy exchange. The larger eddies scale to the depth of
the boundary layer varies between 100 and 2000 m in diameter. An approach used
to quantify the relative contributions of each eddy in heat and mass exchange
processes is the analysis of the turbulence spectrum. Larger eddies with shorter
frequencies of 1 Hz or less are highly efficient in heat and mass transport processes
in the atmosphere. The smaller eddies of higher frequencies (about the order of
10 Hz) are much weaker because of the dissipating effects of molecular viscosity.

The boundary layer is, in general, thinner in high-pressure regions than in
low-pressure regions. The convergence or subsidence and low-level horizontal
divergence associated with high-pressure move boundary layer air from high- to
low-pressure zones (Fig. 1.3). The shallow depths are often associated with regions
that typically lack clouds.
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In low-pressure zones, rising motions transport air from the surface of the
boundary layer to higher levels of the troposphere. This makes it difficult to clearly
define the top of the atmospheric boundary layer. The so-called free atmosphere
where the winds blow in geostrophic equilibrium is located above the boundary
layer parallel to the isobaric lines. In the free atmosphere, frictional and other
surface effects are no longer present, allowing the air to flow without significant
levels of turbulence.

An expression that describes the height of the atmospheric boundary layer zh is
given below (Kaimal and Finnigan 1994):

Zh ¼ 0:25
u�
f c

� �
ð1:1Þ

where u� is the friction velocity and fc is the Coriolis parameter given by

fc ¼ 2Hp sin/ ð1:2Þ

being H the Earth’s rotation rate, given by the angular velocity, and / the altitude.
The units for fc are 10−4 s−1.

Convection is a fundamental physical mechanism in the dynamics of energy
exchanges in the lower atmosphere. The type and extent of convective activity are
determined by the vertical temperature structure which is expressed in terms of the
conditions of neutrality, thermal stability, or instability.

Under conditions of thermal neutrality, the rate of cooling of ascending air
parcels, given by the dry adiabatic gradient C, (1 °C/100 m drop in temperature
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Fig. 1.3 Schematic of variation of boundary layer depth between regions of surface high and low
pressure. The shaded area represents the atmospheric boundary layer, and the dotted line shows the
height reached by surface-modified air during a one-hour period (after Stull 1994)
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with height) is equal to the environmental temperature gradient. As a result, there is
no difference in density between these air parcels, the surrounding and ascending
air, and circulation until a stationary state is reached which takes place due to
internal adiabatic cooling.

The expression for the dry adiabatic gradient is as follows (e.g., Monteith and
Unsworth 1991):

C ¼ � g

cp
ð1:3Þ

where g is gravity acceleration, and cp is the specific heat of air at constant pressure.
The C parameter describes the vertical temperature gradient induced by gravity

that occurs when an air parcel flows in the absence of added external heat. The
situation of thermal neutrality is transient. Under thermal instability, commonly
found in the convective day time boundary layer, the ambient temperature gradient
is greater than the dry adiabatic gradient so that rising air parcels, which cool
according to C are warmer and less dense than the ambient air and are displaced by
buoyancy into regions increasingly further away from the original position.

Under thermal stability, which occurs mainly at night, the environmental tem-
perature gradient is lower than the dry adiabatic gradient, so the rising air parcels,
cooler and denser than the surrounding air, move downwards. The quantification of
atmospheric stability calls for the concept of potential temperature. The potential
temperature is defined as the temperature that an air parcel would show, at absolute
temperature (T) and pressure (P), if transported adiabatically to a pressure of
100 kPa.

The potential temperature can be calculated as follows:

h ¼ T
P0

P

� �0:286

ð1:4Þ

where P and T are the air pressure and temperature, and the reference pressure P0 is
typically 100 kPa.

The following equation describes the relationship between the actual and
potential temperature of the air and their respective gradients:

@h
@z

¼ @T

@ z
� g

cp

� �
ð1:5Þ

which is equivalent to

h � T þCz ð1:6Þ
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Since the adiabatic behavior of air parcels is a function of the external pressure,
potential temperature Eqs. (1.1–1.5) gives temperatures of air parcels at different
pressures.

The virtual potential temperature is defined as the potential temperature dry air
must be equal to the density of moist air, which is smaller at a given pressure so that
moist air is relative buoyant. For unsaturated air with a mixture ratio r, defined as
the ratio of masses of water vapor and dry air, the virtual potential temperature is
given by

hv ¼ ð1þ 0:61rÞ ð1:7Þ

The diurnal boundary layer, also known as the convective or mixed layer, has an
unstable surface layer in which ∂h /∂z < 0, a convective mixing zone in which
vertical gradients are absent, where ∂h /∂z = 0 and an upper inversion zone where
∂h /∂z > 0. The latter is a buffer that dampens the ascending atmospheric motions
(Figs. 1.4 and 1.5).

This dampening effect has a bearing on several phenomena including convective
retention involving the descending recirculation of hot air parcels, mechanical
mixing and conservation within the boundary layer; sensible and latent heat, and
dispersion of pollutants.

The ground surface adjacent to the atmosphere is the zone where greater diurnal
absorption and nocturnal dissipation of thermal energy take place and these effects
decrease as a function of distance from the surface. The daily variation of the air
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Fig. 1.4 Mean vertical profiles of wind speed, wind direction, and potential temperature in the
convective boundary layer (height z is presented as a ratio z/zi where zi is the height of the daytime
boundary layer) (after Kaimal and Finnigan 1994)
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temperature and of the surface energy balance is essential for soil thermal flow
associated with a temperature gradient directed during the day toward the surface
and from the surface to atmosphere at night (Fig. 1.5).

The daily heating and cooling of the surface along with fluctuations in solar radi-
ation lead to height variations in the atmospheric boundary layer (Figs. 1.1 and 1.6).

In the day time, the inversion at the top of the atmospheric boundary layer serves
as a barrier that prevents vertical motion. The highest average gradients for wind
velocity, wind direction, and temperature take place in the surface layer, corre-
sponding to the lower 10% of the boundary layer. In the remaining upper 90% of
this layer, vertical gradients of the same magnitude with comparable average values
are dampened by turbulence driven motion (Figs. 1.6 and 1.7).
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For terrestrial and mid-latitude areas, about 30 min after sunrise, a mixed thermal
convective boundary layer is formed adjacent to the ground, because of radiative
surface heating which in turn promotes heating of the adjacent air. The boundary
layer grows throughout the morning, while mixing and retaining air from the less
turbulent upper atmosphere, reaching a height of 1 to 2 km by mid-afternoon.

The nocturnal residual and stable boundary layers are quickly destroyed after
sunrise with the formation of the mixed layer, especially on days with strong solar
radiation. The nocturnal inversion, which prevails before sunrise, evolves into the
capping layer to height zi (Fig. 1.6) and rises with the convective layer as it expands
vertically. In winter and cloudy days, the mixed layer development will be damped
due to weak thermal energy transport from the surface to the atmosphere and low
solar radiation (Foken 2017).

The capping inversion can remain at the same level during the day or may fall in
the form of reverse subsidence. The height at which this reversal occurs corre-
sponds to the top of the diurnal atmospheric boundary layer. Figures 1.1 and 1.5
provide schematic representations of the daily evolution of the atmospheric
boundary layer.

Fig. 1.7 Schematic representation of airflows in the diurnal boundary layer, a and night-time
boundary layer, b (H and h refer to the sensible heat flux and potential temperature, respectively)
(after Oke 1992)
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Although the mixed layer may evolve under high wind conditions, more often it
results from the process of thermal impulse. Such processes include heat transfer
from a heated surface that will generate thermal plumes upward. They also include
radiative cooling of the top of the cloudy layer that generates both rising thermal
plumes as well as cold air plumes that may occur simultaneously.

These structures have length scalars equivalent to that of the mixed layer and are
the main vehicles for transport and mixing of both rising and falling scalar and
vector quantities, between the surface and the top layer below the inversion layer.
Vigorous mixing of the atmosphere takes place in the mixed layer (Figs. 1.6 and
1.7a)). The potential temperature shows little vertical variation.

Sensible heat flux shows linear vertical variation until it reaches zero near the
base of the inversion. This flux reverses the direction in which the nocturnal
inversion layer evolves (Figs. 1.6 and 1.7b)). At night, due to thermal stability, the
turbulence of mechanical origin is confined to a lower air layer (h in Fig. 1.6)
without forming a true mixed layer. This weak turbulence together with radiative
cooling gives rise to the night-time potential temperature profile and sensible heat
flux. The vertical profiles of the nocturnal potential temperature characterize the
surface, reverse and neutral layers (Fig. 1.7b).

Tangential stresses that provoke mechanical turbulence are formed at the
interfaces between layers of different densities. These stresses increase until a
threshold is reached, and the flow becomes unstable, with the generation of the
so-called Kelvin–Helmholtz waves. In these waves, the less dense fluid is entrained
in denser fluid, under a mechanism which is statically unstable and discontinuous in
space. The different forms of instability generate turbulence that promotes scalars of
motion transfer, leading to system homogenization and reduction of shear stresses
between the several adjacent fluid layers. All processes in the atmospheric boundary
layer, and especially those concerning the micrometeorological range adjacent to
the ground surface, can be simulated, and compared easily with laboratory exper-
imental results with wind tunnels (Foken 2017).

The wind velocities are subgeostratospheric throughout the mixed layer with the
wind directions crossing the isobars at reduced angles and heading toward
low-pressure zones. The middle zone of the mixed layer has a nearly constant
average wind speed and direction. The speed decreases with height and approaches
zero near the surface (Fig. 1.4). In general, the humidity also decreases with height
within the mixed layer, because of surface evapotranspiration and entrainment of
dry air from the upper levels. Contaminants tend to concentrate more at lower levels
of the mixed layer as thermal plumes cannot penetrate the top of the inversion layer.

During sunset the thermal plumes cease to form, leading to a reduction of
turbulence in the mixed layer. The top layer is maintained but weakened forming a
discontinuous structure with one or more thinner inversion layers. As the thermal
plumes lose their energy near the surface, there is a sudden decrease in turbulent
motions, simultaneously with the beginning of radiative cooling. The resultant air
layer is called the residual layer (Fig. 1.1), with a height of about 1000 m, which
initially has average scalar and vector variables magnitude like that of the mixed
layer from which it evolved. The residual layer is neutrally stratified resulting in the
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turbulence of equal intensity in all directions. In this way, plumes containing
chemical agents are evenly dispersed and these may interact and form aerosols or
particles that eventually precipitate out (Stull 1994).

Shortly after sunset, along with the formation of the residual layer, the cold
night-time air adjacent to the surface is transported upwards by mechanical tur-
bulence, forming a calm and stable boundary layer, which at midnight extends to a
height of 100–200 m. A thin and narrow surface layer is found below the nocturnal
boundary layer (Fig. 1.1). The flow within the night-time boundary layer is char-
acterized by strong shear stress, small scale turbulent eddies, and activity in the
atmospheric waves, mentioned before.

The residual layer, located above the nocturnal boundary layer, is not in a strict
sense directly affected by surface effects that lead to turbulence. However, it is
usually considered one of the atmospheric boundary layer component, as it lies
below the bottom of the inversion layer. The nocturnal residual and stable boundary
layers are quickly destroyed after sunrise with the formation of the mixed layer as
mentioned above.

Fast super-geostrophic winds or nocturnal jets are formed above the nocturnal
boundary layer due to the Earth's rotation. These winds move downward at night.
Thus, while the stable air in the nocturnal boundary layer serves to suppress tur-
bulence, nocturnal jets exert an opposite effect in which intense and rapid phe-
nomena promote mixing.

The stable atmospheric boundary layer rarely reaches an equilibrium comparable
to that of the convective boundary layer. Wind profiles and average temperatures
evolve throughout the night. Also, drainage or katabatic winds from near the sur-
face (adjacent to the ground) caused by the colder air flowing down under the
influence of gravity. Thus, at a height of a meter, wind speeds of 1 ms−1 occur.
Turbulence in the nocturnal boundary layer gradually decreases with height
(Kaimal and Finnigan 1994), as it is dampened by thermal stability while
decreasing tangential stresses.

The nocturnal boundary layer does not have a sharply defined top, in contrast
with the diurnal mixed layer which ends at the top inversion layer. The upper limit
of the nocturnal layer is defined as the height at which the turbulence intensity is a
small fraction of its surface value. As a rule of thumb, the height of the night-time
layer may be defined as that at which turbulence intensity decreases to about 5% of
the value at the surface. Alternately, it may be defined as the average height of the
inversion layers (Fig. 1.6). At sunrise, these night-time flux perturbations begin to
settle, and in this way, the diurnal cycle begins again leading to the formation of the
atmospheric boundary layer.
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2Aerodynamic Characterization
of the Surface Layer

Abstract

In this chapter, an assessment was carried out on aerodynamic boundary surface
layer characterization, where vertical vector fluxes of scalar quantities, e.g.,
momentum or sensible heat, are considered constant. This approach is grounded
on the Prandtl mixed layer empirical theory based on the analogy between eddies
in turbulent flow and molecules in laminar flow, allowing for flux-gradient
assumptions. The similitudes between eddy and turbulent diffusivity coefficients
in turbulent and laminar molecular flows were noted here as well as their
differences in meaning. It has been shown that within the surface layer, this
theory is not strictly applicable in very rough canopies such as forests, since
vertical fluxes in these canopies are directed in the opposite direction to the
gradients.

An evaluation of the typical vertical logarithmic profile of the average air velocities
in the surface layer was performed under different conditions of stability. Included
was the empirical treatment of topics such as mass, gradient, Richardson flow
numbers, Monin-Obukhov length, dimensionless stability functions or discrete
equations for vertical moment fluxes, sensitive and latent heat, or gases in direct or
iterative form. This empirical base is instrumental for the assessment of natural and
forced convection and heat transfer in environmental systems.

2.1 General Considerations

Most issues relating to environmental physics such as engineering, excepting
aeronautical matters, occur in the surface layer. Fortunately, the characterization of
turbulence and vertical profiling of mean variables in this layer is straightforward.
The surface or constant flow layer is the lower layer of the atmospheric boundary
layer, corresponding to 10% of the total height, where the vertical heat and mass
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fluxes vary up to 10%. In this layer, convective fluxes of momentum, evapotran-
spiration, water vapor, and convective heat flux, also known as sensible heat, can be
considered constant.

Typically, heat and mass fluxes are higher in the surface layer, decreasing to zero
at the top of the planetary boundary layer (PBL). The height of the surface layer
varies over daytime and nighttime periods. On clear nights, in the absence of wind,
the height of the surface layer can be down to only 10 m, which limits its practical
value. In contrast, during the daytime under normal wind conditions, its height can
be about 100 m or more.

In surfaces with vegetation or urban canopies, rates of mass and energy transfer
between these areas and the atmosphere are determined by measuring vertical fluxes
in the atmospheric boundary layer. The surface layer consists of two sublayers
(Fig. 2.1) which are the roughness and inertial sublayers. The roughness sublayer
includes a zone with individual elements of the rough surface plus the adjacent air
zone that is influenced by wakes caused by the individual elements. The structure of
that sublayer is influenced by the distribution of the rough elements. In the
roughness sublayer, for example, in forested areas, flux-gradient principles typically
do not apply, and these aerodynamic anomalies occur because fluxes occur in a
direction opposite to the gradient.

The inertial sublayer is located above the roughness sublayer. In this sublayer,
the atmosphere is more stable depending on parameters such as friction velocity, u�,
defined later in this chapter (Eq. 2.10), that quantify turbulent velocity fluctuations
in the atmosphere and height of surface elements. To calculate mass and energy

Fig. 2.1 Structure of the surface layer (after Valente 1999)
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fluxes from gradients, measurements of vertical gradients of scalar and vector
quantities need to be carried out in the inertial sublayer.

In simple terms, incompressible turbulent flow in the surface layer follows
Prandtl's theory for the mixed layer. This theory described in detail elsewhere (e.g.,
Tennekes and Lumley 1980), presumes that certain assumptions hold true, which in
real situations is not the case. Correct use of the mixed layer theory, adapted from
the kinetic theory for gases, should be checked to see if the momentum transport
model holds true using a velocity gradient. However, this is only possible if the
length scales for turbulent transport flows are lower than the length scales in which
mean gradients vary significantly. In biophysical systems such as forestry ecosys-
tems, the opposite occurs and transport phenomena are mainly due to intermittent
downwind structures or eddies with length scales several times the tree height
(Blanken et al. 1998).

It is also assumed that momentum is conserved when particles move between
two distinct points, although, in practice, this does not hold true. Also, a rela-
tionship between stress and strain in fluid flow, parameterized by a proportionality
constant, the eddy diffusion constant K (e.g. Tennekes and Lumley 1980), is not
always applicable as the velocity standard deviation and length scales vary a great
deal, and so that the proportionality constant varies across the velocity fields. For
the strict application of these principles, a fundamental assumption of equality of
the length scales is made, despite that eddies of distinct class sizes participate in
energy and mass transportation processes. Notwithstanding these limitations, in
most situations, simplified analysis of the surface layer can be used to analyze
fluxes and mass-energy balances of microsystems in the realm of environmental
physics.

As mentioned before, mass and energy vertical fluxes produced by turbulence
near the surface are retarded because of the friction effect of the terrain on the
horizontal wind. This friction delay is a continuous process of absorption of linear
wind momentum that is responsible for the downward vertical flow of motion
quantities. In this way, tangential stresses are produced resulting from the strong
interaction between the mean flow and fluctuations in turbulent velocity. Thus, the
flux of momentum in combination with velocity profiles and roughness parameters
serve to evaluate turbulence efficiency for the vertical transport of heat and mass.

The laminar boundary layer contacts with surfaces such as terrain, or obstacles
such as plants, animals, and houses. In this thin layer, with a thickness of the order
of several millimeters, the air adjacent to the surfaces moves in laminar flow, and
the respective streamlines are parallel to the surface. Among practical examples of
laminar flow, are a layer of smoke from a smoldering cigarette sliding along its
surface and a thin layer of water flowing slowly from a faucet.

The thickness of the boundary layer gradually increases until a critical combi-
nation of factors (flow velocity, distance, and viscosity) induce instability in the
flow, leading to a radical change characterized by eddies and wave motion typical
of turbulent flow. The Reynolds number (Eq. 6.16), which is the ratio between
inertial and viscous forces, can be used as a criterion to mark the transition between
the laminar and turbulent flow.
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The laminar sublayer remains on the surface and its thickness is dependent on-air
velocity and surface roughness. In this sublayer, there is no convection, and
therefore, any exchange of non-radiative energy occurs through molecular diffu-
sion. The following equations can be used to quantify the vertical flux of sensible
heat, FH, water vapor, FLE, and linear momentum, s:

FH ¼ �qcpkH
@T

@z
ð2:1Þ

FLE ¼ �qcpkV
@qv
@z

ð2:2Þ

s ¼ �qkM
@u

@z
ð2:3Þ

where q, cp, T, qv, u, kH, kV, and kM, respectively, are the air density (kgm−3),
specific heat at constant pressure (Jkg−1K−1), air temperature, air absolute humidity
(kgm−3), air velocity (ms−1) and the coefficients of molecular diffusion for sensible
heat, water vapor and linear motion expressed in m2s−1. These diffusion coefficients
are small and rather constants of around 10−5 m2s−1 and varying slightly with
temperature. The laminar layer serves as a barrier between the contact surface and
air in the adjacent surface layer being of practical interest only for studies on heat
and mass transfer from small obstacles. Further details about the relationship
between tangential stresses and molecular viscosity are referred to in Annex 2.

The surface layer is characterized by turbulent flow wherein heat and mass
transfer processes are far more efficient than in laminar flow. The mixed layer
theory allows for a simplified analysis based on an analysis between atmospheric
eddies, that induce convective turbulent diffusion, and fluid molecules responsible
for molecular diffusion in the laminar boundary layer. Those molecules form
continuous sliding layers one on top of the other. Thus, flux-gradient equations
related to mixed layer theory, like Eqs. (2.1), (2.2), and (2.3) for the laminar
boundary layer, can be used. However, in this case, the turbulent diffusivity
coefficients, K, are not constant but vary over time and space. These coefficients
vary with eddies height, and thus with the height above the surface. Molecular and
turbulent diffusion coefficients within the boundary layer range between 10−5 and
102 m2s−1 (Oke 1992).

This methodology for aerodynamic measurements of vertical fluxes in the sur-
face layer, based on the analogy between eddies under turbulent flow and molecules
in laminar flow allows for flux-gradient assumptions. These are useful for quanti-
fying or modeling scalar fluxes that cannot be measured directly or complement of
results of the turbulence covariance methodology based on measurements of
instantaneous fluctuations (Mölder et al. 1999).
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Quantification of the vertical flux of scalar quantities such as water vapor and
sensible heat is simpler using the aerodynamic model insofar that, unlike linear
momentum and in the absence of buoyancy, these do not interact with mean
velocity fields, being, therefore, passive elements subjected to fluid flow.

Under conditions of thermal neutrality, the vertical profile of mean air velocity in
the surface layer is logarithmic, with the slope (du/dz) higher near the ground, as
shown in Fig. 2.2.

A graphic representation of u vs. logarithm of z is a straight line through the data
points according to the equation

uðzÞ ¼ A ln zþB ð2:4Þ

where A and B are constant independent of height. B can be replaced by −AlnzoM,
where zoM is the value for z in Eq. (2.4) when the velocity reaches zero. This can be
expressed as

uðzÞ ¼ A ln z=zoMð Þ ð2:5Þ

The zoM parameter, denoted the roughness length, corresponds to the value in
Eq. (2.5) where the wind velocity becomes zero and is represented by the point at
which the experimental data points are extrapolated to intersect with the logarithmic
ordinate axis, lnz.

Roughness length can be described as the length scales representative of the
efficiency of a surface in removing momentum from the mean flow. Equation (2.4)
then gives

@u=@z ¼ A=z ð2:6Þ

Fig. 2.2 Vertical velocity gradient and logarithmic wind profile in the constant flux layer (after
Thom 1975)
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It follows that the vertical gradient of the air velocity (d(u)/d(z)) is inversely
proportional to the distance above the surface. The drag force per unit area of soil
caused by horizontal air motion is the shear or tangential stress s, also called skin
friction. The physical dimensions of s are mass times acceleration/area, that is

s � MLT�2=L2 ð2:7Þ

From Eq. (2.7), the dimensions of tangential stress are equivalent to motion flux,
that is, (mass � velocity) per unit area and per unit time (Thom 1975)

s � MLT�1=L2T ð2:8Þ

The wind drag force on a given surface is thus an outcome of the continuous
downward flux of horizontal momentum between the air in motion and the surface.
This flux is related to mechanically driven eddies in the turbulent boundary layer.

Equation (2.8) can be written as follows:

s � M=L3
� �

LT�1
� �2 ð2:9Þ

showing that shear stress is equivalent to the product of specific mass M/L3, times
the velocity LT–1, squared. This specific mass refers to air moving over a surface,
and the velocity is associated with the speed that the horizontal momentum from the
mean flux reaches at the surface, depending on the effectiveness of vertical tur-
bulent transport processes.

Equation (2.9) can be written as

s ¼ qu2� ð2:10Þ

where q is the air density and u� is the friction velocity associated with the
momentum flux, s. The friction velocity is proportional to the tangential stress of
eddy rotation resulting from frictional drag.

In a situation with a logarithmic wind profile such as that expressed in Eqs. (2.5)
and (2.6), the A parameter with velocity dimensions, is proportional to friction
velocity and independent of height. Then, by defining the proportionality constant
as 1/k, Eq. (2.6) becomes

@u

@t
¼ u�

kz
ð2:11Þ

being k the von Karman constant of 0.41, regardless of the type of surface.
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Replacing A with u�=k in Eq. (2.5) gives

u zð Þ ¼ u�
k
ln

z

zoM
ð2:12Þ

The kz product can be identified as the size of the eddy or mixing length l, at
height z

I ¼ k z ð2:13Þ

It can be seen from Eq. (2.12) that for a given value of u(z), u� will be higher on
a rough surface exhibiting a roughness length greater than a smooth surface. As a
result, the effectiveness of turbulent transfer for a given surface will vary directly
with the degree of aerodynamic roughness length specified by zoM.

For vegetated canopies with uniform height h, a good approximation for zoM is
given by

zoM ¼ 0:1h ð2:14Þ

Within a plant community, analysis of turbulent flow is done by assuming that
vertical elements are concentrated at a distance d, from the ground. The d parameter
is known as the stress concentration plane or zero-plane displacement. Thus, a
reference plane is defined at a distance d, such that the distribution of shear stresses
on the individual elements is aerodynamically equivalent to the total stress at height
d. The mean size of eddies over a layer of vegetation is then proportional to a
distance above d, and not to the total height, h. The parameter d appears in the wind
velocity profiling to consider the vegetation height. It follows that Eqs. (2.11),
(2.12), and (2.13) can be substituted for

@u

@z
¼ u�

k z� dð Þ ð2:15Þ

u zð Þ ¼ u�
k
ln
z� d

zoM
ð2:16Þ

I ¼ kðz� dÞ ð2:17Þ

each one valid only for conditions where z � h. In practice, the parameter d can be
estimated by graphical analysis, plotting u(z) versus ln(z-d), for d values ranging
between 0.6 and 0.8h. Provided that wind speed measurements refer to neutral
thermal stability, the value of d will give a straight line when u(z) versus ln(z−d) is
plotted. The corresponding lnz0M value where the velocity u is zero is obtained from
the intercept with the ordinate axis (Thom 1975). Figure 2.3 shows a schematic
representation of the boundary layer adjacent to the forest canopy, indicating the
heights for d and z0M.
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2.2 Turbulent Diffusivity Coefficients

The eddy diffusivity coefficient K, of a given quantity at any point in a fluid
medium, can be defined as the ratio between the flux property through the medium
and the mean concentration gradient, in the same direction through a given point
(Thom 1975; Monteith and Unsworth 1991). Therefore, for any property with
physical dimensions, Q

K ¼ Q=L2T
� �

= Q=L3
� �

=L
� � ¼ L2T�1 ð2:18Þ

The physical dimensions of K are area per unit time. This means that for any
diffusive process, the magnitude value for K is related to the area affected per
second, by the diffusion of a given scalar or vectorial property in a small fluid
sample. During laminar airflow, when diffusion is only molecular in nature, j, the
equivalent molecular diffusion coefficient in laminar flow, the turbulent diffusivity
coefficient, is only about 10–20 mm2s−1. In the case of turbulent flux over plant
communities, the diffusivity coefficient K can be of the order of 1 m2s−1 (Oke 1992;
Thom 1975). Molecular diffusivity is a physical property of the fluid, independent
of its location. Turbulent diffusivity is a property of the flow directly proportional to
eddy size and to the distance from the ground, minus height d, as defined above.

In the case of the horizontal momentum, its turbulent diffusivity coefficient KM,
or turbulent viscosity is defined as the ratio of the momentum flux s and its con-
centration gradient ð@ðqu=@ðzÞÞ. As the flow is incompressible, the following is
obtained:

s ¼ KMð@u=@zÞ ð2:19Þ

Fig. 2.3 Flow over forest canopy showing mean speed, u, as a function of height, z. The height of
d and z0M are shown (after Stull 1994)
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This equation is like Eq. (2.3), which is related to momentum flux and vertical
gradient velocity in the laminar boundary layer. Taking Eq. (2.19) and combining it
with Eqs. (2.10), (2.15), and (2.17) gives

KM ¼ ku� z� dð Þ ¼ lu� ð2:20Þ

if z exceeds d at a given height, the turbulent diffusivity is equal to the product of
friction velocity and size of eddies. Thus, in the surface layer directly above veg-
etation, the magnitude of a specified gradient will decrease in height to compensate
for the linear increase in height of turbulent diffusivity.

Definitions of turbulent diffusivity coefficients for sensible heat, water vapor or
any other gas, KH, KV, and Ks, are analogous

KH¼�H= @ qcpTð Þ=@z½ � ð2:21Þ

Kv ¼ �LE= @ qqð Þ=@z½ � ð2:22Þ

Ks ¼ �F= @ qSð Þ=@z½ � ð2:23Þ

In Eq. (2.22), variable q represents the density of moist air and variable q is the
specific humidity defined as the mass of water vapour per unit mass of humid air
(see Eqs. (4.13) and (4.14), pg. 116). Specfic humidity is a variable useful for issues
of water vapour transport at lower atmosphere, because it is independent of tem-
perature (see Eq. 3.23 in pg. 38). Variables @qq=@z, @qS=@z, H, LE, and F are,
respectively, the gradients for absolute humidity, concentration of a hypothetical
gas (e.g. CO2), sensible heat flux, latent heat flux, and evapotranspiration and flux
of a hypothetical gas.

Analysis of aerodynamic drag is based on concepts that are analogous to Ohm's
Law in electrical circuits

Electrical resistance ¼ potencial difference

current intensity
ð2:24Þ

If the potential difference is substituted by the concentration (quantity per unit
volume) and the intensity of the current substituted by the flux (quantity per unit
area per unit time), for the linear momentum, then Eq. (2.24) becomes

Aerodynamic resistance ¼ Concentration difference

flux
ð2:25Þ

For a scalar or vector quantity of dimension Q, the concentration dimensions are
Q/L and those for the flux are Q/TL2, so that the aerodynamic resistance dimensions
become T/L or (velocity)−1.

2.2 Turbulent Diffusivity Coefficients 21



To analyze aerodynamic resistance, it is necessary to define overall drag F, on an
isolated obstacle (e.g., area of a flat leaf) with an area A, as follows (Thom 1975):

F ¼ qu2ACM ð2:26Þ

where q is the air density and CM is a dimensionless proportionality constant
denoted the drag coefficient, a function of the orientation of the obstacle and air-
speed, u. The overall drag is equal to the rate of change of linear momentum in the
airflow, and therefore, the CM value is a measure of the efficiency of the obstacle in
absorbing momentum from the atmospheric flow. The CM parameter may thus be
defined as the momentum transfer coefficient. This drag, also termed as form drag,
is a force applied to bodies immersed in moving fluids, additional to skin friction, in
the flow direction because of the fluid acceleration and is dependent on the shape
and orientation of bodies (Annex 2).

The momentum concentration QM, in an incident air flow, is given by:

QM ¼ qu ð2:27Þ

with units as (ML−3) (LT−1) = MLT−1/L3, (linear momentum/volume). Using
Eq. (2.25) to calculate aerodynamic drag rM, for linear momentum transfer between
the incident air and the surface of an individual element where the momentum
concentration is zero, gives

rM ¼ quA
F

ð2:28Þ

where F/A, corresponding to the overall drag applied per unit area of the obstacle, is
representative of the momentum flux over the obstacle. From Eq. (2.26) comes

rM ¼ 1
uCM

ð2:29Þ

Drag force per unit of the horizontal area of the vegetative canopy can be
expressed in a way equivalent to Eq. (2.26) giving

s ¼ qu2CaM ð2:30Þ

where CaM is the drag coefficient per unit horizontal area for the entire canopy.
Equations (2.10), (2.16), and (2.30) can be written as

CaM ¼ u�
u zð Þ
� �2

¼ K2

ln z� dð Þ=zOMð Þ2 ð2:31Þ
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It follows that CaM increases with z0M, that is, the drag per unit area is larger for
rougher canopies.

By repeating the same approach, for calculating rM, based on Eqs. (2.25) and
(2.27), it is possible to determine the aerodynamic resistance of the canopy zaM, to
the momentum transfer between a height z, in the boundary layer of a uniform
canopy, where the concentration is qu(z), and the height of the elements at the
surface where the concentration is zero, is given by

rM ¼ quðzÞ
s

ð2:32Þ

where s is the downward momentum flux. The Eq. (2.32) describing the resistance
of momentum transfer to a canopy, is equivalent to Eq. (2.29) for the resistance of
momentum transfer towards a single element.

By combining Eqs. (2.30), (2.31), and (2.32), the following equation can be
derived:

rM ¼ 1
u zð ÞCaM

¼ u zð Þ
u2�

¼ ln z� dð Þ=zoMf g2
K2u zð Þ ð2:33Þ

In general, according to Eq. (2.33), the aerodynamic resistance, rM, decreases
with increased wind speed and surface roughness. Oke (1992) provided values for
aerodynamic resistance for typical terrain types. Some of these in sm−1 units were:
200 for aqueous surfaces; 70 for turf; 20–50 for agricultural crops; and 5–10 for
forests. Measurements for cork oak forests in Portugal gave values of about 15.2
sm−1 (Rodrigues 2002).

Equation (2.18) shows that the units for turbulent diffusivity are L2T−1. The units
for 1/K are either TL−2 or TL−1/L, equivalent to the aerodynamic resistance per unit
length, or aerodynamic resistivity. For the momentum transfer, the integral of 1/KM

between heights z1 and z2, where the airspeed u has values u1 and u2, equals the
aerodynamic resistance to the momentum transfer between these two heights, given
by rM (z1, z2). Indeed, by combining Eqs. (2.10), (2.19), and (2.33), the following is
obtained (Thom 1975):

Zz2
z1

dz

KM
¼ 1

u2�

Zu2
u1

du ¼ u2 � u1
u2�

¼ rM z1 � z2ð Þ ð2:34Þ

so that the analogy between 1/KM and rM is confirmed.
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2.3 Aerodynamic Method Equations

2.3.1 Direct Form

The aerodynamic method for calculating vertical atmospheric fluxes of mass and
energy can be used under a variety of conditions. These include temperature stability,
steady-state, and homogeneous surfaces without changes in radiative or wind fields
during the observation period, and fluxes constant in height. The disturbances in the
diurnal boundary layer make the application of aerodynamic method mainly possible
in homogeneous terrain with uniform fetch, which is defined as a distance from the
measurement point to a change in surface properties or obstacle (Foken 2017).

The similarity of transfer coefficients is also assumed, for example, for water
vapor, gases, thermal convection, and momentum Kv, KS, KH, and KM, respectively

Kv ¼ KS ¼ KH ¼ KM ð2:35Þ

or, from the relationship with aerodynamic resistances

rM z1;z2ð Þ ¼ raH z1 � z2ð Þ ¼ raV z1; z2ð Þ ¼ raS z1; z2ð Þ ð2:36Þ

To calculate profiles and fluxes using the aerodynamic method, under variable
conditions of stability, or in the absence of thermal neutrality, dimensionless cor-
rective functions of stability need to be used, which adjust the flux estimates by
profiling the effects of thermal stability. Thus, the effects of variation in thermal
stability are made through a generalized Eq. (2.15) as follows:

@u

@z
¼ u�

kðz� dÞ/M ð2:37Þ

where in the dimensionless stability function for momentum transfer/M, is greater or
less than one, under conditions of stability and instability, respectively. In both cases,
the absolute value is dependent on the degree of stability or instability of the flow.

The equations for temperature and humidity profiles, quantified by partial vapor
pressure e, are obtained in a similar way

@T

@z
¼ � T�

kðz� dÞ/H ð2:38Þ

de

dz
¼ � e�

kðz� dÞ/V ð2:39Þ

where T� and e� parameters are given by

T� ¼ H

qcpu�
ð2:40Þ
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and:

e� ¼ cLE
qcpu�

ð2:41Þ

where /H, /V, q and cp are stability functions for the temperature profile, and water
vapor partial pressure, air density, and the specific heat of air at constant pressure,
respectively.

After conversion, the following coefficients of momentum diffusivity, heat, and
water vapor, respectively, are obtained

KM ¼ ku� z� dð Þ/�1
M ð2:42Þ

KH ¼ ku� z� dð Þ/�1
H ð2:43Þ

KV ¼ ku� z� dð Þ/�1
V ð2:44Þ

The general equation for the diffusivity coefficient for any hypothetical gas is
derived in the same way. These last three equations make it possible to infer that the
ratios among stability functions are equal to ratios between the respective thermal
diffusivity coefficients. Therefore, turbulent changes for sensible heat and water
vapor, for example, are similar and this holds true for the exchange of any atmo-
spheric scalar quantity.

The dimensionless Richardson number Ri is a measure of thermal stability of
atmospheric flow along the surface. A given volume of flowing air has a kinetic
energy component of mechanical origin, because of the interaction between eddies
with characteristic dimension l, with mean flow (ke)i, and an additional force due to
buoyancy, (ke)b. The gradient Richardson number expresses the ratio ((ke)b/ (ke)i).
Under thermal instability, Ri is negative, whereas under thermal stability Ri is
positive. A zero Ri value corresponds to thermal neutrality conditions.

If the temperature and airspeed are known at two heights, z1 and z2, the gradient
Richardson number Rig, for the layer between these heights, given in terms of
finite-difference is (Thom 1975)

Rig ¼ g

T

ðT2 � T1Þðz2 � z1Þ
ðu2 � u1Þ2

ð2:45Þ

The advantage of using the gradient Richardson number is that it depends on
mean gradient variables, which are easy to obtain.

Above a critical Richardson value Ric (0.25 in inviscid flow), the flow changes
from laminar to turbulent. For values between 0 and Ric, turbulence is mechanically
generated by tangential interactions between turbulent fluctuations and the mean
flow fields; for Rig < 0, turbulence is of mixed mechanical and convective origin.
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Additional uses for the Richardson number are the flux Richardson number Rif, and
the mass Richardson number Rim, (Kaimal and Finnigan 1994)

Rif ¼ g
�T

W 0T 0

u0w0 @�u=@zð Þ ð2:46Þ

Rim ¼ g
�
T

T zð Þ � T 0ð Þð Þ=2
u zð Þ=zð Þ2 ð2:47Þ

In Eq. (2.46), the numerator and denominator represent, respectively, (i) the
production or destruction of turbulence by thermal stratification and (ii) turbulence
production, resulting from the interaction between shear stress and the mean flow
field. In this way, the Rif parameter combines concepts on turbulence correlation
with mean gradient parameters to characterize the effect of flow thermal stratifi-
cation on the occurrence of turbulent events.

The unit value of Rif is critical as values below, especially negative, indicates
that the flow is turbulent. When Rif values are between 0 and 1, thermal stability is
insufficient to prevent mechanical turbulence. For Rif values greater than unity the
flow is laminar.

Under calm air conditions, Rim parameter is a good indicator of thermal stability
near the ground. In Eq. (2.47), T(z), and T(0) refer to the mean temperatures at
height z, which can be located above the canopy and ground surface, respectively.
The term u(z) represents the mean wind at height z.

Differential form of Eq. (2.45) defines the Richardson number gradient

Rig ¼ g

T

@T
@z

� 	
@u
@z

� 	2 ð2:48Þ

and by combining Eqs. (2.37), (2.38), and (2.40) with it, yields

Rig ¼ �k
g

T

H

qcp

z� dð Þ
u3�

/H

/2
M

ð2:49Þ

As Rig, /M and /H are dimensionless, a new parameter L, known as the
Monin-Obhukov stability length, can be defined from Eq. (2.49) as follows:

L ¼ � u3�
k g=Tð Þ H=qcp

� � ¼ � u2�T
kgT�

ð2:50Þ

Equation (2.49) can then be expressed as
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Ri ¼ z� dð Þ
L

/H

/2
M

 !
ð2:51Þ

Thus, a relationship is established between (z−d)/L and Ri, which are evaluation
parameters for thermal stability. The L parameter takes on length dimensions
including variables related to free and forced convection (Ch. 6), without taking
height into account.

Under conditions of atmospheric instability, L value can be considered the
height above z = d in which free convection becomes the main heat transfer
mechanism and Rig reaches a corresponding value of −1 (Thom 1975). The variable
n = (z-d)/L is zero or negative under conditions of thermal neutrality and insta-
bility, whereas it is positive under thermal stability conditions.

Under conditions of stability or slight thermal instability, the semi-empirical
functions /, can be written as follows (Webb 1970):

/M ¼ /H ¼ /V ¼ 1� 5Rið Þ�1 Ri� � 0:1 ð2:52Þ

where /M, /V, and /H are stability functions for fluxes of linear momentum, water
vapor, and sensible heat.

On the other hand, under conditions of thermal instability, the most frequently
used functions were described by Dyer and Hicks (1970). These functions can be
expressed as follows:

/2
M ¼ /H ¼ /V ¼ 1� 16Rið Þ� 1=2ð ÞRi\� 0:1 ð2:53Þ

Illustrates changes in the geometry of turbulent eddies under different conditions
of thermal stability Fig. 2.4

Stability functions can be obtained directly from Eqs. (2.37), (2.38), and (2.39)
based on direct measurements of gradients, fluxes, and friction parameters at var-
ious levels of n. This provides an alternative to the empirical approach using Eqs.
(2.52) and (2.53).

To calculate mass and energy using the aerodynamic method directly to obtain
flow-gradient type equations, an assumption is made about the possible similarity
between the turbulent diffusion coefficients under conditions of thermal neutrality
(Eq. 2.35). From the definitions of these coefficients (Eqs. 2.19, 2.21, 2.22, and
2.23) and generalizations for distinct thermal stability conditions, the following
equations for fluxes of sensible heat, latent heat, and hypothetical gases (e.g. CO2),
in discrete form, are obtained:

H ¼ �qcpk
2 DuDT

lnð z2 � dÞ=ðz1 � dð ÞÞð Þ2
 !

/M/Hð Þ�1 ð2:54Þ
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LE ¼ �Lk2
DuDqv

lnð z2 � dÞ=ðz1 � d
� �Þ� �2

 !
/M/vð Þ�1 ð2:55Þ

FC ¼ �k2
DuDQc

lnð z2 � dÞ=ðz1 � dð ÞÞð Þ2
 !

/M/Cð Þ�1 ð2:56Þ

where k is the von Karman constant (of the order of 0.41), L is the latent heat
of vaporization of water (of the order of 2.44 MJkg−1), qV and Qc are water vapor
and CO2 concentrations (vapour or gas mass per air volume – units kgm–3)
measured at heights z1 and z2, u is air velocity and (/M/H)

−1 = (/M/V)
−1 =

(/M/C)
−1 are

Fig. 2.4 Vertical wind profiles in the form of eddies under different conditions of thermal
stability: a thermal neutrality, b thermal instability, and c thermal stability
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Fest ¼ 1� 5Rig
� �2

Rig � � 0:1 ð2:57Þ

Fest ¼ 1� 16Rig
� �0:75

Rig\� 0:1 ð2:58Þ

In practice, Eqs. (2.54), (2.55), and (2.56) can be solved by considering half
hours averages of the differences on the numerators of equations.

2.3.2 Iterative Form

Integrating Eqs. (2.37) and (2.38) relative to vertical profiles, in order of z,
according to Arya (1988) and Garrat (1994), yields

u zð Þ ¼ u�=kð Þ ln z� dð Þ=zomð Þ � wM z� dð Þ=Lð Þ½ � ð2:59Þ

T zð Þ � T 0ð Þ ¼ T�=kð Þ ln z� dð Þ=zoTð Þ � wH z� dð Þ=Lð Þ½ � ð2:60Þ

where T (0) is the surface temperature corresponding to the temperature at height
d + z0T, the equations wM and wH, are the similarity functions. Assuming for the
unstable conditions n <0, those functions will be expressed by the following forms:

wM ¼ 2ln 1þ xð Þ=2ð Þþ ln 1þ x2
� �

=2
� �� 2arctg xð Þþ p

2
ð2:61Þ

wH ¼ 2 ln 1þ x2
� �

=2
� � ð2:62Þ

where

x ¼ ð1� 16nÞ1=2 ð2:63Þ

Under conditions of thermal stability, n > 0, the wM and wH functions are as
follows:

wM ¼ wH ¼ �5n ð2:64Þ

The calculation of Monin-Obhukov length L is carried out through e.g. Equa-
tion (2.50). However, this equation requires the values of u� and T� and (Eqs.
(2.59), and (2.60) requires the knowledge of the stability factor n = (z−d/L) needed
for calculating the w functions (Eqs. (2.61) and (2.62)). Therefore, the calculation of
fluxes must be iterative.

Calculation of u� and T�, using Eqs. (2.59) and (2.60), can be performed
from measurements made at more than one level through the application of linear
least-squares regression principles. Two lines with known slopes are obtained
wherein the ordinates are u(z) or T(z)−T(0) and the abscissas are given by
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ln z� dð Þ=zoMð Þ � wM z� dð Þ=Lð Þ½ �

or
ln z� dð Þ=zoTð Þ � wH z� dð Þ=Lð Þ½ �, respectively.

By using an arbitrary initial value for L, u� and T� can be calculated using Eqs.
(2.59) and (2.60), with the w functions obtained through Eqs. (2.61) and (2.62), and
thereafter L is calculated using Eq. (2.50). Using the calculated L value, the pro-
cedure is repeated until a value equal or close to the pre-defined L value is obtained.
The final values for u� and T� are lastly calculated using Eqs. (2.59) and (2.60).
According to Eq. (2.40), the sensible heat flux, H, is given by

H ¼ qcpu�T� ð2:65Þ

Figure 2.5. illustrates the iterative procedure for calculating sensible heat flux.

Fig. 2.5 Schematic representation of the iterative aerodynamic method for the calculation of
sensible heat
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The procedure for calculating the latent heat flux is done in a similar way. Eqs.
(2.59) and (2.60) can be written to give a straight line in the form y = mx + b

u zð Þ ¼ u�=kð Þ ln z� dð Þð Þ � wM z� dð Þ=Lð Þ½ � � u�=kð ÞlnzoM ð2:66Þ

and

T zð Þ ¼ T�=kð Þ ln z� dð Þ � uH z� dð Þ=Lð Þ½ � þ T 0ð Þ � T�=kð Þlnz0T ð2:67Þ

making it possible to see that for calculating u� and T�, the values for z0M and zoT
are not required. In addition, the roughness length for momentum z0M and the term
TOð Þ T�=kð ÞlnzTð Þ can be obtained from the ordinate intercept of Eqs. (2.66) and

(2.67).
The friction velocity u� can be obtained through the application of eddy

covariance method, discussed in Chap. 3, improving thereby the iterative approach
calculation of fluxes and aerodynamic variables (Foken 2017).

For the calculation of the roughness length of z0T and z0V, empirical expressions
such as the one described by Campbell and Norman (1998) can be used

z0M ¼ 0:13h ð2:68Þ

z0T ¼ z0V ¼ 0:2z0M ð2:69Þ

where z0M , z0T , and z0V are the roughness lengths for momentum, sensible, and
latent heat.
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3Characterization of Turbulent Flow
in the Surface Boundary Layer

Abstract

This chapter aimed to make a characterization of turbulent airflow in the surface
boundary layer, following qualitative and quantitative approaches. The former is
based on a generalization of Navier–Stokes equations, applied to flow mean and
fluctuation components, for obtaining budgets of vectorial and scalar quantities.
The latter is based on similarity relationships dependent on atmospheric stability
for evaluation of the components of kinetic energy budget equations. A spectral
and cospectral frequency characterization of the turbulent flow, aiming to
analyze the spectral structure of production, transport, inertial and dissipative
scales was performed, grounded on a brief introduction on fundamentals of
Fourier analysis. Comparison of measured and calculated spectra following
empirical similarity principles, particularly in slopes of curves in the inertial
region, is fundamental for quality control assessment of atmospheric measure-
ments and for evaluation of turbulent dynamics under distinct atmospheric
stability conditions. The assessment of the power spectrum, autocorrelation, and
cross-correlation functions enhances the potential of frequency analysis of
predominant turbulent eddies. Finally, a discussion is presented about eddy
covariance methodology to obtain vertical fluxes, with measurements of
fluctuations of scalar and vectorial quantities. The methodology is applied
under turbulent transport frequencies, considering quality control proceedings
and applications on local carbon budgets.

3.1 Introduction

As mentioned in previous chapters, atmospheric flows are turbulent in nature.
Flowing fluid moves in a highly disordered and chaotic way, making the velocity
fields difficult to be accurately reproduced under experimental conditions.
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Turbulent flows occur at high Reynolds numbers, wherein inertia forces associated
with convective effects predominate over viscous forces associated with diffusivity.
These convective effects are primarily responsible for large diffusivity of turbulence
that causes a huge increase in transfer processes for heat, mass, and linear
momentum. Turbulent transport is, therefore, far more effective than transport by
molecular diffusion.

Turbulent flow is based on random velocity fluctuations and thus the respective
instantaneous values uI must be a sum of the average of the mean velocity u over a
period with fluctuations around this mean value. Turbulence is a characteristic of
the flow and not of the fluid itself. Even small length scalars that are dynamically
significant are larger than intermolecular distances or the molecules themselves.
The main features of turbulence prevalent at high Reynolds number conditions are
not conditioned by the molecular properties of the fluids.

Turbulent flow is rotational, three dimensional, and continuous, and can be
characterized using equations of fluid mechanics. Its random and non-linear nature
makes for a complex mathematical treatment of turbulence because of the closure
problem, in which there are more unknowns than equations.

Viscous shear stresses dissipate kinetic energy from turbulent flow, increasing
the internal energy of the fluid. The viscous dissipation prevents the infinitely small
eddies from forming by converting the energy in these low-dimensional scales into
heat (Tennekes and Lumley 1980; Shaw 1995a). Maintaining the turbulent flow
characteristics requires a mechanism that will continuously supply energy, to
compensate for losses through viscosity. As noted above, this energy can be
mechanically derived from tangential stresses of the mean flow or from buoyancy.

Turbulent eddies have characteristic dimensional and time scales, ranging from
molecular dimensions lasting fractions of a second, to millimeters or to kilometers,
lasting hours. Turbulent eddies can be considered as air parcels with uniform
thermodynamic properties, with small-scale eddies coalescing to form bigger ones,
due to surface roughness and flow velocity. The largest eddies are atmospheric
pressure systems (Foken 2017). Since the equations for motion are non-linear, each
individual flow pattern will depend significantly on the initial and boundary con-
ditions. Thus, despite common properties, each turbulent flow is different,
depending on the specificities of the surrounding environment. The interaction
between this environment and turbulence results in a situation of permanent
adjustment or dynamic equilibrium that is never truly reached.

In practice, for simplifying the analysis of turbulence empirical concepts such as
mixing length can be used, by analogy with the kinetic theory of gases. Such
concepts can be valid for hypothetical conditions where the length scales and
velocities are constant, easily characterized, and of reduced dimension, as compared
with scalars of typical dimensions for the mean flow. Under laboratory conditions,
for example, using flat surfaces, one can identify distinct stages in the transition
from laminar to turbulent flow. The initial stage creates primary instability with the
formation of small eddies. This instability leads to pronounced highly unstable
tri-dimensional secondary movements that amplify locally into three-dimensional
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waves and strong tangential stresses develop. These scattered structures coalesce
forming a continuous turbulent field.

Turbulence can be described as an integral part of the atmosphere and is mainly
random, requiring statistical methods. It follows that there should be a separation
between the mean and the turbulent flow components to determine the means and
standard deviations of scalar and vector quantities in calculating statistical param-
eters. Among these parameters are variance representative of the intensity of tur-
bulence or kinetic energy, and covariance for vertical fluxes or shear stress.

These parameters can be represented using algebraic summation equations of
budget, e.g., mass, linear momentum, variances, or kinetic energy. The terms of the
equations make it possible to introduce various parameters that collectively make
up the budget.

Spectral analysis is another mathematical tool that makes it possible to analyze
the sizes and frequencies of eddies that make up the turbulent velocity field.

3.2 Mean and Flutuation Components for Turbulent
Flows

Atmospheric turbulent flow is characterized by a continuous variation of the vector
or scalar parameters, inherent to the dynamics of movement around a mean value
calculated from data obtained over periods of about half hour. Any time-dependent
quantity A can then be written as follows:

A ¼ Aþ a0 ð3:1Þ

where A represents the mean value and a′ the instantaneous fluctuation.
Some of the rules for defining means for time-dependent quantities of products

or derivatives, considering that fluxes and variances are products of fluctuations are
as follows:

c ¼ c ð3:2Þ

where c is a constant.

cA ¼ cA ð3:3Þ

A
� � ¼ A ð3:4Þ

AB
� � ¼ AB ð3:5Þ
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where B is an arbitrary quantity.

A þBð Þ ¼ A þ B ð3:6Þ

dA

dt

� �
¼ dA

dt
ð3:7Þ

Applying these rules to the variables composed of mean values and fluctuations
(Reynolds means) as in Eq. (3.1):

A
� � ¼ AþA0� � ¼ A

� �þ a0 ¼ A
� � ð3:8Þ

as the mean fluctuations:

a0 ¼ A � A ð3:9Þ

is zero.
It follows then that

ABð Þ ¼ Aþ a0
� �

Bþ b0
� � ¼ ABþ a0BþAb0 þ a0b0

� � ¼ AB
� � þ a0B

� � þ Bb0
� �þ a0 b0ð Þ ¼

AB
� �þ a0 b0ð Þ ¼ ABþ a0 b0ð Þ

ð3:10Þ

The mean of the fluctuation’s product is a non-linear variable, in principle
non-zero.

Other non-linear variables are, for example, a02ð Þ, a0b02ð Þ, a02b0ð Þ, or a02b02ð Þ.
These variables are important for the characterization of atmospheric turbulence. It
is necessary to consider the definitions of variance for any scalar or vector quantity
where for large data sets 1/N � 1/(N−1):

r2A ¼ 1
N

XN�1

i¼0

ðAi � AÞ2 ¼ 1
N

XN�1

i¼0

ða0iÞ2 ¼ a02ð Þ ð3:11Þ

The standard deviation is the square root of the variance:

rA ¼ a02
� �1=2

ð3:12Þ

The standard deviation of velocity is a measure of the magnitude of the deviation
or dispersion of the measured values around the mean. Thus, the intensity of
turbulence I can be defined as (Stull 1994)
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I ¼ rV=�
V

ð3:13Þ

The covariance of two random variables A and B is defined as

cov A; Bð Þ ¼ 1
N

XN�1

i¼0

ðAi � AÞðB� BÞ ¼ 1
N

XN�1

i¼0

a0ib
0
i ¼ a0 b0 ð3:14Þ

The concept of linear correlation coefficient rAB between two random variables is
closely associated with covariance:

rAB ¼ a0 b0

rArB
ð3:15Þ

This statistic varies between −1, when the variables vary oppositely, and 1, when
the variables vary in the same way. Variables without any common pattern of
variation have a zero rAB value.

The turbulent kinetic energy (TKE) is another fundamental variable for the
characterization of turbulence in terms of energy transfer among eddies of different
dimensional scales. The TKE budget allows comparison between the terms for
production either through thermal buoyancy or shear stresses, with the terms for
heat dissipation due to viscosity. TKE per unit air mass can be defined in two ways
depending on whether the TKE average flow component is related with:

TKE=m ¼ 1
2

�
U

2 þ �
V

2 þ �
W

2

� �
ð3:16Þ

or fluctuations:

e ¼ 1
2

u02 þ v02 þw02
� �

ð3:17Þ

Turbulent eddies carry scalar and vector quantities, associated with different flows,
such as densityq, vertical velocityW, and volumetric content of the scalar quantity k to
which the flow refers. The average value ofW is zero, because in a flat location that is
sufficiently large and geometrically uniform, there is no preferential vertical flow, and
because the rising air mass equals the downward air mass during a reasonable period
(at least 10 min). The mean wind velocity in the constant flux layer can therefore be
considered horizontal. The fluctuation value ofW andw'will be positive in the case of
upward movement, and negative if in the opposite direction.

The mean flow of the flux quantity F then becomes:

F ¼ ðq þ q0Þðwþw0Þðkþ k0Þ ð3:18Þ
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F ¼ qwkþ qwk0 þ qw0kþ qw0k0 þ q0Wkþ q0Wk0 þ q0w0kþ q0w0k0
� �

ð3:19Þ

In the last equation, the mean fluctuations, by definition, equal to zero. Fluc-
tuations of q are also zero because the fluid does not vary in density and is
incompressible. The average value of w is likewise zero.

Thus, Eq. (3.19) can be simplified:

F ¼ qw0k0 ð3:20Þ

Equation (3.20) applied to various momentum fluxes, sensible heat, latent heat,
and carbon dioxide, is given by

s ¼ � qu0w0 ð3:21Þ

H ¼ q cp w0T 0 ð3:22Þ

LE ¼ q Lw0q0 ð3:23Þ

C ¼ qw0c0 ð3:24Þ

Combining Eq. (2.10) s ¼ qu2� from Chap. 2, with Eq. (3.21) we have

s ¼ �qu01u
0
3

which gives the defining equality of friction velocity u2�

u2� ¼ �u01u
0
3 ð3:25Þ

To measure fluctuations described in these equations, sensitive instrumentation
coupled to a data acquisition system is needed. Sensors need to be synchronized
and should be of sufficiently high frequency to record fluctuations of the properties
of smaller eddies capable of turbulent transport. For example, in forested areas,
aerodynamic studies require sensors capable of operating between 0.1 and 10 Hz.

3.3 Taylor’s Hypothesis

This hypothesis can be used mainly to replace analysis of micrometeorological
parameters in a large region of space region at an instant in time, with analysis of a
single point in space, over an extended period. This is the basis for installing
observation towers, at a given point on terrain, equipped with appropriate instru-
mentation to characterize microclimates and for the measurement of vertical fluxes
of energy and mass. Taylor’s hypothesis assumes that for a given property U, a
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turbulent eddy does not change in space, or “freezes”, as it advects along a path.
This “freezing” means that the variations observed in continuous wind speed
measurements are considered a function of the advection time and are not a con-
sequence of spatial variation along the characteristic dimension of the eddy.

The Taylor simplification is useful in cases where eddy properties evolve over a
longer time by comparison to the displacement of its entire characteristic dimen-
sion. Under these circumstances, the internal changes of the eddies are minimal
throughout the dislocation period, and all the characteristic dimensions are retained
at the measurement point. Taylor’s hypothesis can be expressed as follows:

@U
@t

¼ �u
@U
@x

� v
@U
@y

� w
@U
@z

ð3:26Þ

where U is a scalar or vectorial variable and u, v, and w, are the wind speed
components in x, y, and z directions.

Turbulence is frozen when:

rv � 0:5U ð3:27Þ

where U is the mean wind speed and r its standard deviation (Willis and Deardoff
1976). The Taylor hypothesis can be used when the turbulence intensity is low
relative to the mean flow.

3.4 Ergodic Conditions

It is convenient to simplify the measurement of time-dependent variables using
rules and averages (Eqs. 3.1, 3.10, and 3.18) for obtaining continuous microclimatic
data, using sensors installed at a given point. Taylor’s premise for calculating the
means should, in principle, deal with time and space separately. That is, for a given
variable B (t, s) which is a function of time and space, the average time over a total
period of measurement t will be

tBðsÞ ¼ 1
N

XN�1

i¼0

Aði; sÞ ð3:28Þ

where the i index is the number of time increments Dt and t = iDt. The corre-
sponding spatial mean becomes
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sBðtÞ ¼ 1
N

XN�1

j¼0

Aðt; jÞ ð3:29Þ

where the index j is the number of spatial increments Ds and s = j Ds.
The joint space-time averaging corresponding to the sum of N identical exper-

iments, completely random in space, is

cBðt; sÞ ¼ 1
N

XN�1

i¼0

Aiðt; sÞ ð3:30Þ

Although this combined means would be ideal, in practice it is difficult to obtain.
The spatial mean would be fine if statistically identical turbulent flows at each point
in space were obtained, but this is not possible in the real atmosphere (Stull 1994).

Mobile systems with sensors mounted on a moving platform could, in principle,
be used to study the linear variation of the velocity fields but in practice these are
not used. When dealing with non-linear variability such systems are a simplifica-
tion, and indeed sensor displacement would have to be particularly fast to be able to
discriminate temporal variations along the velocity field. The more feasible option
involves calculating time averages, and sensors are typically installed in an
observation station at a fixed point. In this situation, the ergodic assumption can be
made, that is, flow is stationary in time and homogeneous in space (Stull 1994). The
ergodic condition presupposes equality of time, space, and combined averages, and
is useful in the experimental study of turbulence in the surface boundary layer.

3.5 Introduction to Turbulent Motion Equations

3.5.1 Navier–Stokes Equations for Laminar Flow

The Navier–Stokes equations are partial differential equations that can be solved by
numerical methods and are used for mass conservation and linear momentum
analysis in laminar flow.

The general principle of the conservation of mass is that, for a given control
volume, the sum of the budget of the mass flowing through its surface with the time
variation of the mass flow within such a volume is zero. For an infinitesimal control
volume element of a Newtonian fluid with mass dm and volume dK ¼ dxdydz, the
following equation for the mass budget is obtained:

@qu
@x

þ @qv
@y

þ @qw
@z

þ @q
@t

� 	
¼ 0 ð3:31Þ
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Considering the vector operator r:

r ¼ ~i
@

@x
þ~j

@

@y
þ ~k

@

@z
ð3:32Þ

Equation (3.31) can then be written as

rq~V þ @q
@t

¼ 0 ð3:33Þ

Equation (3.33) can be simplified in cases where the flow is stationary and
incompressible.

Under these conditions:

@q
@t

¼ 0 and
@ðqujÞ
@xj

¼ q
@ðujÞ
@xj

ð3:34Þ

so that Eq. (3.31) becomes:

q
@u

@x
þ q

@v

@y
þ q

@w

@z

� 	
¼ 0 ð3:35Þ

Applying Einstein’s summation notation gives:

@ðujÞ
@xj

¼ 0 ð3:36Þ

To obtain the linear momentum conservation equations, Newton’s second law is
applied to a set of fluid particles:

~F ¼ d~P

dt

!
set

ð3:37Þ

where the linear momentum ~P of the system is given by:

~Psystem ¼
Z
mass

~Vdm ð3:38Þ

with V
!

being fluid velocity vector.
Considering a particle of mass dm, Newton’s second law can be written as:
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~F ¼ dm
d~V

dt

!
set

ð3:39Þ

or

F
!¼ dm

dV
!
dt

¼ dm u
@ V
!
@x

þ v
@ V
!
@y

þ @V
!
@z

þ @V
!
@t

" #
ð3:40Þ

where u ¼ dx
dt ; v ¼ dy

dt ; and w ¼ dz
dt, and the term in the square brackets in Eq. (3.40),

correspond to the total acceleration of the fluid particle. In this term, the sum of the
first three terms on the left side is known as the convective acceleration component
and the fourth term is the local acceleration component.

Forces acting on a fluid particle can be classified as volume forces (e.g., gravity)
and tangential forces (e.g., shear stresses). Atmospheric air can be considered a
Newtonian fluid in which the stresses are directly proportional to strains. Therefore,
developing the calculations for Newton’s second law for an infinitesimal cubic
element of mass dm and volume dV = dx dy dz gives the following equations (Fox
and McDonald 1985):

q dv
dt ¼ qfV � dp

dx þ
@
@x l 2 @u

@x � 2
3r:~V

� �
 �þ @
@y l @u

@y þ @v
@x

� �h i
þ @

@z l @w
@x þ @u

@z

� �h i ð3:41Þ

q dv
dt ¼ qfU � dp

dy þ
@
@x l @u

@y þ @v
@x

� �h i
þ @

@y l 2 @u
@y � 2

3r:~V
� �h i

þ @
@z l @v

@z þ @w
@y

� �h i ð3:42Þ

q dw
dt ¼ q g� dp

dz þ
@
@x l @w

@x þ @u
@z

� �h i
þ @

@y l @v
@z þ @w

@y

� �h i
þ @

@z l 2 @w
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3r:~V
� �h i ð3:43Þ

These three equations can be written in the following summarized form:

q
dui

dt
¼ � uj

@ ui
@ xi

� di3 gþ fc eij3 uj � 1
q

@p

@ xi

� �
þ 1

q
@ sij
@ xj

� �
I II III IV VI VI

ð3:44Þ

where fc is the Coriolis parameter, dij is the Kronecker delta unit value if i = j and of
zero value if i 6¼ j; eij3 is the symbol for the permutation value and is +1 if i = 1 and
j = 2, −1 if i = 2 and j = 1, zero if j = 3 or i = j. The sij symbol represents the matrix
for viscous forces.

In this equation, term I is the inertial term representing momentum storage; term
II is the advective term for motion quantity; term III represents the term for vertical
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gravity force; term IV represents the Coriolis effect due to the Earth’s rotation; term
V is the gradient for static pressure forces; and term VI is the influence of viscous
stress of a molecular nature. Term IV’s variable fc of the order of 10

−4s−1 relates to
the Coriolis force and is defined as

f c ¼ 1:45� 10�4s�1
� �

sin/ ð3:45Þ

where / is site latitude.
The matrix for the viscous forces sij, is given by:

sij ¼ l
@ ui
@ xj

þ @ uj
@ xi

� �
� 2
3
l
@ uk
@ xk

dij ð3:46Þ

where the dynamic viscosity of air l at atmospheric pressure and at ambient
temperatures is very low (1.983 � 10–5 kgm−1 s). After some manipulation and if
viscosity does not vary with position, term VI becomes

VI ¼ l
q

� �
@2ui
@x2j

þ @

@xi

@uj
@xj

� 	
� 2

3

� �
@

@xi

@uk
@xk

� 	( )
ð3:47Þ

Under conditions of incompressibility Eq. (3.36) is valid, and variations in
viscosity are negligible, Eq. (3.44) becomes (Stull 1994):

dui
dt

þ uj
@ui
@xi

¼ �di3gþ f ceij3uj �
1
q

@p

@xi

� �
þ v

@2ui
@xj

� �
ð3:48Þ

where v is the kinematic viscosity given by l/q. Equation (3.48) is the equation for
linear momentum conservation in laminar flow. This is used as a starting point for
obtaining the main turbulence equations.

These equations are non-linear, as advective terms are included which are the
product of the velocity components and their respective derivatives. These equa-
tions are simplified in homogeneous flows with zero spatial derivatives. However,
highly complex atmospheric flows, with three-dimensional eddies, waves, and
coherent structures vary in a highly random and chaotic way. Under such conditions
velocity gradients need to be analyzed using three coordinates as this input is
needed to solve the system of equations.

An additional difficulty in solving the equations is the presence of viscous forces
encompassed in some of the terms. In simplified analysis, the presence of viscosity
is not considered (inviscid flow). Viscous forces are essential in flows along the
contact surfaces as well as to estimate the energy dissipated via the turbulence
cascade mechanism.
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3.5.2 Equations for Mean Variables in Turbulent Flow

Equations that characterize turbulent flow result from a generalization of the
Navier–Stokes equations for laminar flow of Newtonian fluids, with addition of
terms for random velocity fluctuations. This generalization involves subjecting the
velocity field uj to the Reynolds decomposition into mean components uj, and
fluctuations uj’ with a zero average.

The Boussinesq approximation makes it possible to neglect density fluctuations
in the various terms in the linear momentum budget equation generic for turbulent
flow, except for the term for gravity because of gravitational acceleration.

As a rule of thumb (Stull 1994), the practical application of the Boussinesq
approximation in linear momentum equation for turbulent flow involves simply
replacing every occurrence of q with �

q and, g with g� h0v=hv

� �� �
, where hv is the

virtual potential temperature.

3.5.2.1 Continuity Equation
The continuity equation expresses the mass conservation principle in differential
form, under conditions of incompressibility, by the following expression:

@ uj
� �
@xj

¼
@ �

u þ u
0
j

� �
@xj

¼ 0 ð3:49Þ

or

@�
u

@xj
þ @u

0
j

@xj
¼ 0 ð3:50Þ

so, calculating the means we have:

@u
@xj

þ @u0 j

@xj
¼ @u

@xj
þ @u0j

@xj
¼ @u

@xj
¼ 0 ð3:51Þ

The continuity equation for the mean flow becomes:

@�
u

@xj
¼ 0 ð3:52Þ

Thus from Eqs. (3.51) and (3.49), the continuity equation for the instantaneous
velocity fluctuations becomes:

@u
0
j

@xj
¼ 0 ð3:53Þ
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3.5.2.2 Equation for Linear Momentum Conservation
Equation (3.53) results from the generalization of Eq. (3.48) for linear momentum
conservation for turbulent flow. It considers the decay of velocity components, the
average values, and fluctuations to quantify the increase in motion quantities
formed in the control volume because of mechanical or thermal turbulence.

Then, expanding the velocity and pressure variables into the mean and turbulent
components gives:
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dxj
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� 1
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ð3:54Þ
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Averaging Eq. (3.55) gives ui
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The means for the terms with fluctuations are zero, so that Eq. (3.55) can be
written as

@�ui
@t
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@xj

þ u0J
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@xj

¼ �@i3gþ fcel3uj � 1
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Then, by multiplying the continuity equation with the turbulent motions
Eq. (3.53) for ui', and using the means gives

u
0
j

@u
0
j

@xj
¼ 0 ð3:58Þ

and by adding Eq. (3.58) to the third term on the left of Eq. (3.57) gives (Stull
1994):
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or:

@ui
@t

þ uj
@ui
@xj

¼ �di3gþ fcelj3uj �
1
q
@p

@xi
þ v

@2ui
@x2j

�
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� �
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In Eq. (3.59) term I represents the time variation of mean momentum; term II
describes advection of mean momentum by the mean wind; term III quantifies the
effects of gravity; term IV is the Coriolis effects relating to the Earth’s rotation; term
V is the mean pressure gradient forces; term VI represents the influence of viscous
stresses; and term VII represents the influence of shear stress (Reynolds stress) in
the mean flow.

Term VII or friction due to tangential stresses is often larger than many of the
other terms in the equation characterizing mean flow. This indicates that the tur-
bulent motions need to be considered when studying turbulent flow parameters,
regardless of whether these are three dimensional or unidimensional. The generic

product of term VII, u0
iu

0
j, with stress units is representative of exchanges of linear

momentum, qui′ per unit time through the surface of an element that is perpen-
dicular to ui′, in the uj′ direction. This product is a shear stress and a non-diagonal
matrix element of the Reynolds stresses.

3.5.3 Equations for Variance

Equations for variance and covariance budgets for instant fluctuations of scalar and
vector quantities are now analyzed. Variance gives an indication of the energy and
intensity of turbulence, while covariance describes the turbulent fluxes of energy
and mass. In theory, the equations used to estimate the balance of the instantaneous
fluctuations can be useful in predicting turbulent phenomena such as gusts. How-
ever, the average time of validity of such phenomena is very short, proportional to
their lifetime, ranging from seconds to a few minutes, for practical application (Stull
1994). Thus, equations to estimate fluctuations are mainly used for developing
equations relating to the prognosis of variance and covariance of the variables.

To formulate the equation of fluctuations of instantaneous velocity, first subtract
Eq. (3.59) representing the budget of the respective average components from
Eq. (3.55) on the budget of average flow components. This gives a representative
equation on the budget for turbulent fluctuations:
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Equation (3.55) can now be used for calculating variance for the flow compo-
nents. Multiplying the terms of this equation with 2ui' gives
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Now using the rule for the derivative product to convert 2ui' ∂ui'/∂t into ∂(ui')
2/

∂t, gives
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Applying averages for the terms in Eq. (3.62) we have
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The last term of Eq. (3.63) is zero because the mean for u0i is zero. Adding the

term u02i @u
0
j=@xj = 0 to the left side of the equation, the last term of this side can be

written as @ u0ju
02
i

� �
=@xj
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Equation (3.64) is the general equation for the variance of the wind speed

components, u0ið Þ2. For an expedite characterization of turbulent flow in the
boundary layer this equation may be simplified in several ways. For the last term on
the right-hand side of Eq. (3.64), the following equality can be obtained (Stull
1994):

2u0iv
@2u0i
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¼ v
@2 u0ið Þ 2
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� 2v
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@xj
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ð3:65Þ

From the development of the equation:
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and multiplying both terms on the left and right side of Eq. (3.66) by m gives
Eq. (3.65). In the surface boundary layer, the first term on the right side of
Eq. (3.65), of the order of 10−7 m2s−3, is indicative of molecular diffusion of
velocity variance and its variability throughout the atmospheric boundary layer. The
second term on the right side of Eq. (3.65), representative of the tangential shear
stresses, is of a higher magnitude of about 10−2 m2s−3 in the surface boundary layer.

The following can then be written

2u0iv
@2u0i
@x2j

ffi �2v
@ u0i
@xj
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ð3:67Þ

The viscous dissipation e is a positive term defined by

e ¼ v
@ u0i
@xj

� �2

ð3:68Þ

so, its use in Eq. (3.64) in the form of Eq. (3.67) represents the energy loss. The
smaller the size of the eddies that participate in the dissipative process, the greater
the loss. For smaller eddies, the turbulent movements are eliminated by viscosity
and irreversibly converted into heat. However, the rate of heating from the dissi-
pation of kinetic energy of eddies with smaller dimensions is low and can be
neglected in the equations for the conservation of sensible heat (Stull 1994). The
units for e are L2T�3½ � (Tennekes and Lumley 1980).

The third term of the right side of Eq. (3.64) is the pressure that can be devel-
oped as follows:

�2
u0i
q
@p0
@xi

¼ � 2
q

� �
@ u0ip0ð Þ
@xi

� 2
p0

q

� �
@u0i
@xi

� 	
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The expression in the straight brackets in the second term on the right side
represents Eq. (3.53), for continuity of turbulent fluctuations. This zero-value
expression is the sum of three terms ∂u1'/∂x1, ∂u2'/∂x2, and ∂u3'/∂x3, which indi-
vidually promote redistribution of kinetic energy from components with more
energy to those with less energy. Thus, the second term on the right side is the
pressure redistribution term. This term does not change the total variance but does
tend to redistribute the kinetic energy in the turbulent field, which becomes more
isotropic, and for this reason it is referred to as the return-to-isotropy term.
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The values of terms ∂ui'/∂xi are higher for smaller eddies, so that the isotropy increases
in smaller dimensional scales corresponding to higher spectral frequency range.

The second term on the right-hand side of Eq. (3.64) is the Coriolis number that
can be described in the following way:

2fc eij3 u0i u
0
j ¼ 2 fc e213 u02 u

0
1 þ 2 fc e123 u01u

0
2 ¼

¼ �2 fc u02u
0
1 þ 2 fc u01u

0
2 ¼ 0

ð3:70Þ

The equality Eq. (3.70) means that the Coriolis force does not generate variance
or turbulent kinetic energy (TKE). The Coriolis term only promotes internal
redistribution of kinetic energy at a rate which is about of three orders of magnitude
lower than the other terms of Eq. (3.64). Thus, this term can be neglected.

After these simplifications, Eq. (3.64) becomes:
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Term I in Eq. (3.71) represents the local storage of the velocity fluctuations
variation; term II is the advection of variance by the average wind; term III refers to
the effects of buoyancy and thermal instability; term IV refers to the transport of

variance u02i by turbulent eddies u02i ; term V refers to the redistribution or transport
of variance by pressure fluctuations associated with phenomena such as variability
of thermal stability or turbulent structures; term VI refers to positive variance
production resulting from the product between a negative sign and the momentum
flux, usually negative downward flow; and term VII represents the viscous dissi-
pation of velocity variance.

For a given specific velocity component, e.g. u1, Eq. (3.71) becomes
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In this equation, the various terms are equivalent to those corresponding to
Eq. (3.71). Term VI is the redistributive term of return to isotropy. This term must
be inserted in the equations equivalent to Eq. (3.72), relative to the variance of each
fluctuation of the wind speed components. It should be noted that if Eq. (3.72) is
applied to u3, then term III of Eq. (3.71) for quantification of vertical buoyancy
effects should also be considered.

3.5.4 Equations for the Vertical Momentum Flux

The equations for turbulent flow of momentum, sensible heat, water vapor, and
other gases, such as carbon dioxide, (u0iu

0
k, u

0
iT

0; u0iE0; or u0ic0) are obtained by adding
equations for instantaneous fluctuations. By taking Eq. (3.60), multiplying each
term by uk′ and calculating the means gives
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then, by exchanging the indices i and k in Eq. (3.73) gives:
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From the addition of Eqs. (3.73) and (3.74) and applying the product derivative
rule to expressions of the type u0i@u

0
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@u0iu
0
k

@t þ uj
@u0iu

0
k

@xj
þ u0iu

0
j
@uk
@xj

þ u0ku
0
j
@ui
@xj

þ u0j@u
0
iu

0
k

@xj
¼

¼ di3u0k
h0v
hv

� �
gþ dk3u0i

h0v
hv

� �
gþ fceij3u0ku

0
j þ fcekj3u0iu

0
j�

� u0i
q

� �
@p0
@xk

� u0k
q

� �
@p0
@xi

þ vu0k
@2u0i
@x2j

þ vu0i
@2u0k
@x2j

ð3:75Þ

The most common simplification of Eq. (3.75) involves vertical transport of
momentum (i = 1, k = 3). For this application, it is assumed that the mean vertical
component is zero, the horizontal plane is homogeneous, and that the coordinate system
is aligned with the average wind. This gives (Stull 1994; Tennekes and Lumley 1980)
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In Eq. (3.76), term I corresponds to the storage of momentum flux; term II
represents the mechanical production of momentum via tangential stresses; term III
is the turbulent transport of linear momentum; term IV represents momentum
production or consumption through buoyancy; term V is the redistribution of
momentum via return to isotropy; and term VI is the viscous dissipation.

Kaimal and Finnigan (1994) describe an equation for vertical transport to the
surface boundary layer as follows:
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These authors consider that the dissipation of turbulence occurs mostly by
pressure forces, and so exclude viscous dissipation forces from the budget in
Eq. (3.77). Wyngaard et al. (1971) consider likewise that term III for turbulent
transport is low in the surface boundary layer. The final budget is then established
between the term V, for pressure destruction and terms II for production of
mechanical turbulence, and III for buoyancy.

3.5.5 Equations for Vertical Flow of Scalar Quantities

For the calculation of the budget for the covariances u0ih 0 of sensible heat, the
starting point is the budget for instantaneous temperature fluctuations obtained from
energy conservation in the surface boundary layer. This considers the convective
transport of sensible heat and the change in the water vapor phase which either
releases or absorbs latent heat (Stull 1994):
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where jh is the molecular thermal diffusivity, LE is the latent heat associated with
the change in phase flux of water vapor; and Rnj is the component of the radiative
budget in j direction.

In Eq. (3.78) I, II, and III represent the terms for storage, advection, and
molecular diffusion and terms IV and V represent the sources (or sinks) of heat
from radiation and change in the water vapor phase.

Averaging for converting variables into the mean and turbulent components,
gives
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Calculating again the means for Eq. (3.79), we have
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The new term IV (nonexistent in Eq. 3.79) is the vertical flow of sensible heat.
Subtracting now Eq. (3.80) from Eq. (3.79) yields a budget equation for the

temperature fluctuations:
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and multiplying the terms of Eq. (3.81) by fluctuations ui' and applying the means
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Taking now Eq. (3.60) relative to the balance of fluctuations ui', multiplying by
fluctuation hi

' and applying averages, it will come

h0 @u
0
i

@t þ h0uj
@u0i
@xj

þ h0u0j
@Ui
@xj

þ h0u0j
@u0i
@xj

¼ di3h
0 h0v

h
v

v

 !
gþ fceij3u0jh

0�

�h0@p0
q @xi

þ vh0 @
2u0i
@x2i

ð3:83Þ

52 3 Characterization of Turbulent Flow in the Surface Boundary Layer



Assuming jh = v and combining Eqs. (3.82) and (3.83), yields
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Terms I and II relate to storage and to advection correlation between the
fluctuations of velocity and temperature; terms III, IV, and V reflect production or
consumption by average flow, tangential tensions due to turbulence and buoyancy;
term VI deals with transport by turbulent motions; term VII represents the Coriolis
forces; terms VIII and IX represent a redistribution due to the return to isotropy and
the transport by the pressure correlation term; terms X and XI represent the
molecular diffusion and viscous dissipation, respectively; term XI can be repre-
sented by 2euih, following the definition of � at Eq. (3.68). Lastly, the term XII is
related to the correlations between velocity and the radiative budget fluctuations.

For the surface boundary layer, the equation can be simplified by eliminating the
Coriolis forces as well as term XII (including radiative balance fluctuations) and
molecular diffusion:
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In the case of vertical flow of sensible heat, (i = 3), given the conditions of
homogeneity in the horizontal plane and absence of advective effects (Stull 1994),
we have
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or for the surface boundary layer (Kaimal and Finnigan 1994):
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Equation (3.87) is like Eq. (3.77) where term II represents the production of
shear stresses; term III is the production by buoyancy; term IV is the turbulent
transport by tangential tensions and term V refers to pressure destruction.

As with Eq. (3.77), the elimination of the correlations is mainly due to pressure
forces, so the viscous dissipation component can be neglected in this equation.
Likewise, term II for turbulent transport in the surface boundary layer is low. Thus,
the final budget relates to term V for pressure destruction and terms of production of
turbulence II, III mechanical and buoyancy, respectively. For the vertical flow of
another scalar, such as carbon dioxide or moisture, the algebraic developments are
analogous, and equations like Eqs. (3.86) and (3.87) can be obtained.

3.5.6 Kinetic Energy Budget Equations

The TKE budget, expressed per unit mass, makes it possible to characterize the
context of the production processes, transport, and loss of turbulent fluctuations. As
previously mentioned, TKE is a measure of turbulence intensity. In the inertial
sublayer, TKE is mechanically derived from shear stresses in the mean flow and
thermally produced by buoyancy forces. This kinetic energy is transferred via the
inertial cascade from larger to smaller eddies and converted into heat by viscous
dissipation.

From Eq. (3.71) on the budget for the variance for velocity fluctuations, the
kinetic energy equations can be deduced (Stull 1994; Tennekes and Lumley 1980):

@e

@t
þ uj

@e

@t
¼

I II

¼ di3
g

hV
u0ih

0
V

� �
�
@ u0je
� �
@xj

� 1
q

� �
@ u0ip0ð Þ
@xi

� 2u0iu
0
j

@ui
@xj

� e

III IV V VI VII

ð3:88Þ

where e is the turbulent kinetic energy per unit mass given by 0:5 u21 þ u22 þ u23
� �

. In
this equation, term I is the rate of storage of kinetic energy; term II is the advection
by the average kinetic energy field speed; term III is the term production or con-
sumption by buoyancy. This term is either production or loss, depending on
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whether the heat flux is positive (daytime) or negative (night time); term IV is the
turbulent kinetic energy transport caused by uj’; and term V is the transport or
pressure correlation which describes how the turbulent kinetic energy is redis-
tributed by pressure fluctuations. This term is associated with the flow of large
eddies. Term VI refers to production/consumption by tangential stresses in the
surface boundary layer. Its sign is generally opposite that of the mean velocity
vector because of downward dissipation of linear momentum; and term VII cor-
responds to viscous dissipation and thermal conversion of kinetic energy. On
average, the transformation of kinetic energy into heat is about 2 Wm−2, a very low
power in the overall energy equation (e.g., Foken 2017).

At a given location, TKE storage varies with the time of day. It increases from
morning to the afternoon and thereafter decreases from afternoon to night time,
when the terms for losses, e.g., by dissipation, exceed terms for production. The
storage term in the surface boundary layer can vary throughout the daily cycle by
two orders of magnitude between values of the order of 5�10−5 and 5�10−3 m2s−3.
The advective term may in practice, be considered zero in a homogeneous area,
assuming steady-state conditions. Term III in Eq. (3.88) representing
production/consumption of buoyancy is positive in the surface boundary layer, with
maximum values of about 10−2 m2s−3 (Stull 1994), corresponding to thermal
generation of turbulence when the surface is warmer than the surrounding air.

On cloudy days, surface heating is lower negatively influencing the formation of
turbulence. The thermal output term only affects the vertical component of the
turbulent kinetic energy budget and is anisotropic. The terms for return to isotropy
in Eq. (3.72) cause part of the kinetic energy to move in different horizontal
directions. Loss of kinetic energy due to thermal effects clearly occurs under
conditions of thermal stability, for example, during situations of nighttime inversion
to the surface when colder than the surrounding air.

Term IV for vertical turbulent transport can be either loss or gain of kinetic
energy, depending on whether the flux is divergent or convergent. On the surface,
vertical transport of turbulent kinetic energy predominates relative to fluctuations of
the two horizontal components. In contrast, in the intermediate region of the mixed
layer, transport of the vertical component of wind velocity fluctuations
predominates.

Static pressure fluctuations in the surface boundary layer (term V) are negligible
of the order of 0.005 kPa. The pressure terms are, as mentioned below, usually
obtained by the difference from the remaining terms. Term VII, molecular dissi-
pation, is more significant for smaller eddies corresponding to higher scalars of
atmospheric turbulence (Shaw 1995b). The rates for turbulent kinetic energy dis-
sipation during daytime are higher in the superficial boundary layer, where the
turbulence generation rates are also higher. During night time, or in the presence of
thermal inversions, turbulence is caused by tangential stresses as there is less dis-
sipation and the turbulent kinetic energy is lower. After sunrise, production of
turbulence through buoyancy increases, in addition to mechanical production, with
a concomitant increase in the dissipation rate. The variation in the dissipation rate
ranges from 10−5 m2s−3 at night to 10−1 m2s−3 during the day (Stull 1994).
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Whenever turbulent tangential stresses combine and interact with the mean flow,
term VI of Eq. (3.88) turbulence is always produced (e.g., Kaimal and Finnigan
1994) as the negative sign which precedes this term is multiplied by another
negative sign. The latter product results from the negative flux of downward
momentum by the mean velocity gradient of the horizontal wind which is in general
positive. The maximum production of mechanical turbulence always occurs in the
atmospheric layer adjacent to the surface.

The contributions of terms for turbulent production through buoyancy and
tangential stresses indicate the predominant type of convection, which is free when
buoyancy predominates and forced under mechanical turbulent transport (Chap. 6).
The order of magnitude of the tangential stresses in the surface boundary layer will
be greater on a windy day and lower on a calm day, and turbulence in this layer may
be of both thermal and mechanical origin. Both the mechanically and thermally
driven turbulences are anisotropic with mechanical turbulence being predominantly
horizontal, whereas thermal turbulence is predominantly vertical.

Dimensional variability of the terms for the kinetic energy budget (Eq. 3.88)
divided by w3

�=zi, where zi is the height of the convective boundary layer, is
illustrated in Fig. 3.1.

In a coordinate system aligned with the direction of the mean wind under
conditions of horizontal homogeneity, zero mean vertical velocity, and no advec-
tion, Eq. (3.88) applied to the vertical component of wind velocity becomes
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Fig. 3.1 Variability of dimensionless terms for kinetic energy budget (TKE) (Stull 1994)
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In this equation, the terms on the right are negative when there is kinetic energy
loss and positive when there are gains. Term VII is the loss by viscous dissipation
of turbulence whenever the TKE is non-zero. Eq. (3.89) can be used to analyze the
various components terms of the TKE energy balance in the surface boundary layer,
where these terms are of greater magnitude, and therefore easier to measure, as can
be seen in Fig. 3.1. Under conditions of thermal neutrality, without energy pro-
duction by buoyancy effects and when the pressure redistribution components add
up to zero, turbulent mechanical production in Eq. (3.89) is balanced by dissipation
viscous, e (Kaimal and Finnigan 1994):
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Under steady-state conditions @�
e=@t

� � ¼ 0, Eq. (3.89) can be written as the sum
of dimensionless parameters. Multiplying the terms of this equation by
k z� dð Þ=u3�
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gives (Kaimal and Finnigan 1994):
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wherein L is the Monin–Obukhov length, and the remaining terms are given by
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(IV) /p defined under conditions of neutrality or thermal instability, as the
difference between the remaining terms.

(V) /M ¼ kðz� dÞ=u�ð Þð@u=@zÞ ð3:95Þ

(VI) ue ¼ k z� dð Þ e=u3�
� � ð3:96Þ

Figure 3.2 illustrates the variation of dimensionless factors with the ratio z/L,
when d is zero.

Each of the dimensionless terms of Eq. (3.91) corresponding to known dimen-
sionless parameters, follow the Monin–Obukhov similarity theory, discussed later.
The corresponding empirical functions for dependence on thermal stability were
obtained from field data (experiments in Kansas, e.g., Businger et al. 1971).

These functions are as follows (Kaimal and Finnigan 1994):

/M ¼ 1þ 16 z� dj j=Lð Þð�1=4Þ n� 0
1þ 5ðz� dÞ=Lð Þ n[ 0





 ð3:97Þ

/t ¼ �n n� 0
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ð3:98Þ

/e ¼ ð1þ 0.5 nj j ð2=3ÞÞð3=2Þ n� 0
1þ 0.5 nj j n[ 0

�
ð3:99Þ

In the surface boundary layer under conditions of instability the /t term is
positive, reflecting the upward transport of the turbulent kinetic energy production

Fig. 3.2 Similarity functions
in the surface layer (uH;
dimensionless factor for the
sensible heat flux) (after
Kaimal and Finnigan 1994)
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due to buoyancy. Under conditions of atmospheric instability, the /p term obtained
from field measurements is equal to the difference between the production of kinetic
energy by tangential stresses and dissipation (Kaimal and Finnigan 1994).

Under conditions of thermal stability, measurements carried out in the field
(Kaimal and Finnigan 1994) have shown that /t = 0 and /M � /e. Thus, /p will be
of the same order of magnitude as production by buoyancy n, and negative under
these conditions.

Production of TKE involves mechanical production of turbulence by tangential
interaction among turbulent eddies and the mean flow (VI term of Eq. 3.89). Thus,
there will be a transfer of kinetic energy from the mean flow to the instantaneous
fluctuations (Stull 1994).

The equation for kinetic energy conservation from the mean flow can be
obtained from the product of ui using the terms of Eq. (3.57):
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In Eq. (3.98), term I represents the storage of kinetic energy from the mean flow;
term II is the transport of kinetic energy from the mean flow by advection by the
mean velocity fields; term III is the effect of gravity acceleration; term IV is the
effects of the Coriolis force; term V is representative of the kinetic energy pro-
duction due to the effect of acceleration of the mean flow through the mean pressure
gradients; term VI represents the effect of molecular dissipation; and term VII is that
the interaction between the mean flow and turbulent fluctuations. This term can be
written as follows:
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Substituting Eq. (3.102) in Eq. (3.101) gives
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0
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@ xj

term describing mechanical production of turbulent kinetic energy

by tangential interaction between the mean flow and the turbulent fluctuations then
have opposite signs in Eqs. (3.88) and (3.103). This confirms that the kinetic energy
losses from the mean flow are gains by the turbulent field and vice versa.

3.5.7 The Closure Equation Problem

To separate the effects of mean flow from the mean effects of flow on the surface
boundary layer, equations were developed based on general partial derivatives that
are representative of the various components of turbulent transport of several
variables under study such as variances, fluxes, or turbulent kinetic energy. How-
ever, because of its non-linearity, conversion of the equations for mean flow of
motion into turbulent flow gives rise to a system of equations with more unknowns
than equations. A variable is considered unknown if there is no diagnostic or
prognostic equation defining it. If new equations are introduced into the system,
then there are more unknowns than equations. The closure problem arises because a
statistical description of atmospheric turbulence requires an infinite number of
equations (Tennekes and Lumley 1980; Stull 1994).

The closure problem appears because some of the information on the correlation
among variables is lost when means are determined and to close the system of
equations, this information needs to be restored back into the system. For example,
Eq. (3.59) for the mean velocity @ui=@t is associated with an unknown term such as

@ u0iu
0
j

� �
=@t (second moment) or Eq. (3.76) for @ u01u

0
3

� �
=@t gives rise to a term such

as @ u01u
0
3u

0
3

� �
=@x3 (third moment) and so on. In an equation for determining means,

the emergence of new terms for covariance will inevitably lead to loss of
information.

To use a selected finite number of equations, assumptions are needed to be able
to calculate unknowns. The closure methods are usually considered local if an
unknown quantity at a given point in space is parameterized by values and/or
gradients of known quantities at this point. Local closure thus assumes that the
turbulence is analogous to molecular diffusion, using the diffusion-gradient
approach, discussed in Chap. 2, where the turbulent diffusion is proportional to
the concentration gradient.

One possible closure technique involves Eq. (3.91) for TKE in the dimensionless
form using Eqs. (3.93) to (3.96) as empirical functions. Another approach some-
times referred to as half order is the use of global transfer coefficients. For example,
in the case of sensible heat flux:
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H

qcp
¼ u03T 0 ¼ CHu T0 � Tð Þ ð3:104Þ

where CH is the overall coefficient of transfer of sensible heat between the surface at
temperature T0 and the atmosphere at temperature T. For the linear momentum, the
overall drag coefficient CD, is given by an expression of type (Shaw 1995c):
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z
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� �h i2 ð3:104aÞ

obtained from principles previously discussed in Chap. 2. The overall transfer
coefficient for the heat transfer CH can be expressed in terms of roughness length zo
and an equivalent length for heat transfer efficiency zoH in a similar way:

CHI ¼ k2= ln z=z0ð Þþ/mðz=LÞ½ �

CH ¼ CH1= ln z=z0Hð Þþ/hðz=LÞ½ � ð3:105Þ

where /h is a function of thermal stability.
The method for first-order closure in the surface boundary layer is based on the

gradient-diffusion principle. The first-order closure is then:
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where in w
0
is a general designation of a scalar vectorial quantity. Equation (3.106)

can be applied to fluxes of momentum, carbon, sensible heat, among others.
The flow-gradient principle may also apply to the second moment as follows

(Shaw 1995c):
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which is a representative expression showing that vertical flux of linear momentum is
directly proportional to the mean velocity gradient and where the negative sign
indicates that this flux is directed from higher to lower velocities. The Km coefficient is
the momentum diffusivity coefficient. Eq. (3.107) can be used for closure of equations
when higher order terms are equivalent to the left side of the equation. In this case, an
assumption about the equality of the turbulent diffusion coefficients can be made:

Km ¼ KH ¼ Kw ¼ Ks ð3:108Þ
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The analogy between turbulent and molecular diffusion coefficients is reflected
by the fact (see Chap. 2) that both have L2T−1 dimensions, indicative of the product
of a velocity and a length. The mixing length relates to the full-length scales of
turbulence, being a function of the system geometry (e.g. characteristic dimension)
as well as of the type of thermal stratification of the atmosphere. In this context, the
friction velocity �

u� is a scalar of turbulent velocity obtained from Eq. (3.25):

u2� ¼ �u01u
0
3 ð3:25Þ

or by combining Eq. (2.15) with Eq. (2.17):

u2� ¼ l
@u

@z
ð3:108aÞ

Limitations of some of the assumptions of the mixed layer theory should be
pointed out (see for e.g. Chap. 2 and later in this chapter on the application of the
eddy covariance WPL correction method). For example, scalar quantities trans-
ported can affect the transport process and eddy length scales can be about the same
order of magnitude as those associated with the distribution of the quantity to be
transported. Accordingly, it may not be accurate to express the vertical flux in terms
of the local gradient of the property. The use of turbulent diffusion coefficients that
serve to simplify the complex flow, while simultaneously retaining the equations of
second moments, discussed above, makes it possible the analysis of terms related to
the dissipation and transport of kinetic energy. In this way, some information
inherent to the covariance terms is restored (Shaw 1995d).

As an example of the modeling of the components for equations of higher order,
the return-to-isotropy term (term V in Eq. 3.76) can be simplified by the equation:
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where k is a length scalar and u� the friction velocity. Equation (3.109) indicates
that for normal forces i = j, the momentum budget is proportional to the difference
between the variance of velocity and 1/3 the friction velocity.

Similarly, for the term for viscous dissipation of linear momentum, analogous to
Eq. (3.68), the equation can be written (Shaw 1995d):
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The Eq. (3.110) is based on the principle that the dissipation rate is of the order
of u3�=l, where l is the characteristic length scale of the energetic eddies.

When large eddies predominate in the transport processes, further developments
of numerical techniques for the simulation of large-scale turbulent flows (LES),
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numerical methods with higher order closure equations (2nd or 3rd) or non-local
closure, are given in references such as Stull (1994).

3.6 Spectral Analysis

3.6.1 Introduction

Spectral analysis or Fourier analysis is a mathematical tool that describes data series
in terms of contributions arising from different time scales. For example, a time
series for the air temperature at a mid-latitude location will be highly variable over a
day-long period, not only because of variation in the radiative cycle but also due to
seasonal changes over a year-long period. This variation in the time domain
translates into a concomitant variation in the frequency domain, meaning that a
significant variation in time series over periods of 24 h and 8760 h (24 x 365 days)
is analogous to a significant variation in the frequencies of 1/24 h = 0.0417 h−1 and
1/8760 = 0.000114 h−1. The absolute frequency is usually expressed in s−1 or Hz.

The frequency analysis (harmonic analysis) involves representing fluctuations or
variations of time series, as summations or integrals of trigonometric functions
(sines and cosines). These harmonics are trigonometric functions in the sense that
they comprise integer multiples of the fundamental frequency determined by the
sample size of the data series. Similarly, spectral analysis can be carried out to
represent time series of an atmospheric parameter with turbulent fluctuations.

3.6.2 Fourier Series

In the nineteenth century Fourier established a paradigmatic principle “there is no
function f(x) or part of a function that cannot be expressed in trigonometric series”
(Morrison 1994). A time function can then be represented by a Fourier series:

f tð Þ ¼ a0 þ
X1
n¼1

an cosðnxotÞþ
X1
n¼1

bn sinðnxotÞ ð3:111Þ

where x0 ¼ 2p=T , the fundamental angular frequency of the function, expressed in
rad/s and an and bn are the amplitude coefficients (height of the oscillations) that are
given by:

an ¼ 2
T

Z T=2
�T=2

f ðtÞ cos nxotð Þdt ðn ¼ 0; 1; 2. . .Þ ð3:112Þ

bn ¼ 2
T

Z T=2
�T=2

f ðtÞ sin nxotð Þdt ðn ¼ 0; 1; 2. . .Þ ð3:113Þ

The associated frequencies 2x0, 3x0, 4x0, … are the harmonics.
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The term ao is given by the mean value of f(t) in a period T:

ao ¼ 1
T

ZT=2
�T=2

f ðtÞdt ð3:114Þ

The Fourier series can also be expressed in terms of exponential functions, using
Euler’s formula:

eiy ¼ cos yð Þþ isin Yð Þ ð3:115Þ

e�iy ¼ cos yð Þ � isin Yð Þ ð3:116Þ

or:
cos yð Þ ¼ eiy þ e�iy

� �
=2

or:
sin yð Þ ¼ eiy � e�iy

� �
=2i

Substituting in the above Fourier series:

f tð Þ ¼ a0 þ
X1
n¼1

an cosðnxotÞþ
X1
n¼1

bn sinðnxotÞ ð3:117Þ

gives:

f tð Þ ¼ a0 þ
X1
n¼1

an
einx0t þ e�inx0t

2
þ
X1
n¼1

bn
einx0t � e�inx0t

2i
ð3:118Þ

given that 1=i ¼ �i

f ðtÞ ¼ a0 þ
X1
n¼1

an
einx0t þ e�inx0t

2
� ibn

einw0t � e�inw0t

2
ð3:119Þ

equivalent to:

f ðtÞ ¼ a0 þ
X1
n¼1

einxt
an � ibn

2
þ e�inxt an þ ibn

2
ð3:120Þ

After some manipulation, the expression for the Fourier series as the summation
of exponential functions is obtained:
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f ðtÞ ¼
Xþ1

n¼�1
cne

inx0T ð3:121Þ

with:

cn ¼ 1
T

ZT=2
�T=2

f ðtÞe�inx0tdt ð3:122Þ

Equations (3.121) and (3.122) are often denoted synthesis and analysis equa-
tions, respectively (Morrison 1994).

The development described above for the Fourier series is a time analysis that
can be represented in a graph where the ordinate represents continuous variation of
the value of oscillating functions obtained by Fourier decomposition, and the
abscissa represents time. Another alternative is the analysis of line spectra, in which
the abscissa is the frequency of the sinusoids and the ordinate their amplitudes.
A three-dimensional graph can be drawn with the values of the function f(t) as the
ordinate and with two perpendicular axes in the normal plane relative to the ordi-
nate axis, representing time and frequency, respectively (Fig. 3.3a). This pattern of
sinusoidal variation reflecting a harmonic can be applied for characterizing transient
heat balances in environmental systems.

According to frequency analysis, a given sinusoid can be considered a line at
distance f = 1/T from the origin and the height with the amplitude C1 (Fig. 3.3b)
varying parallel to the time axis. Thus, the time variation can be regarded as a
projection of the three-dimensional curve, on the time plane and the sinusoidal
variation can be regarded as a projection of the same curve on the frequency plane.
In frequency analysis, the height line C1 will not be negative due to the symmetry of
the curve. Fig. 3.3c shows both the frequency and the amplitude of the sinusoid.

A phase diagram (Fig. 3.3d) should indicate the phase shift of the curve for
example, at instant t = 0. The phase angle is determined by the ordinate distance (in
radians) between zero and the point where positive peak occurs. If the maximum
occurs after the origin of the function, it is referred to as forwarded, and conversely
if the peak occurs before, it is referred to as delayed. In the case of Fig. 3.2, the
phase angle is p/2. Clearly, the phase shift angles can be different (Fig. 3.4).

Spectral analysis of amplitude lines and phase (Fig. 3.3c, d) is useful when
functions have complex configurations. Figure 3.5 represents the spectral lines in
phase and frequency, corresponding to a continuous quadrature wave function with
several harmonic components.
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3.6.3 Fourier Transforms

Fourier series are useful for spectral analysis of a periodic function, with different
configurations of other functions that are not repeated regularly. For example,
thunder can occur once or repeatedly at irregular intervals, causing interference with
electronic or electrical equipment operating over a wide frequency range. This
suggests intuitively that a discrete signal produced by thunder has a spectrum of
diverse frequencies. When such discrete phenomena are analyzed, the Fourier
integral can be used instead of the Fourier series. The FðixÞ function denoted the f
(t) transform, the Fourier integral f(t), or spectral density function f(t) is defined by

Fig. 3.3 a 3D representation of a sinusoid in the time and frequency domain, b time domain,
c frequency amplitude, and d phase frequency (adapt. Chapra and Canale 1989)
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Eq. (3.123). The f(t) function defined by Eq. (3.124) is denoted as the inverse
Fourier transform or Fourier integral approximation of f(t). Equations (3.123) and
(3.124) are known as the Fourier transform pairs.

Fig. 3.4 Representation of phase shifts (after Chapra and Canale 1989)

Fig. 3.5 Spectral lines for a amplitude and b phase (after Chapra and Canale 1989)
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FðixÞ ¼
Zþ1

�1
f ðtÞe�ixtdt ð3:123Þ

f ðtÞ ¼ 1
2p

Zþ1

�1
FðixÞeixtdx ð3:124Þ

FðixÞ is obtained from the Fourier series in complex form (Stearns and Hush
1990):

f ðtÞ ¼
Xþ1

n¼�1
cne

inx0T ð3:125Þ

cn ¼ w0

2p

Z�p=w0

�p=w0

f ðtÞe�inx0tdt ð3:126Þ

To obtain the Fourier transform, the fundamental frequency of the function w0

defining the interval between the frequencies of the harmonics, tends to zero, and
can then be represented as Dw. Thus, the integral lines of a discrete spectrum
converge tend toward a continuous spectrum. In other words, the period T = 2p/w0

tends to infinity, which means that the time function is no longer repeated, and
becomes aperiodic.

Equation (3.125) can be written as

fpðtÞ ¼
Xþ1

n¼�1
cne

inw0T ð3:127Þ

where p index indicates the hypothetical periodicity. From Eq. (3.126)

fpðtÞ ¼
Xþ1

n¼�1

Dx
2p

� � Z�p=Dx

�p=Dx

f ðsÞe�inDxsds einDxt ð3:128Þ

¼ 1
2p

Xþ1

n¼�1

Z�p=Dx

�p=Dx

f ðsÞe�inDxsds

2
64

3
75 einDxtDx ð3:129Þ

where s is a transitory dummy variable.
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At the limit, with the time T tending to infinity and Dx tending to zero, the
function fpðtÞ is no longer periodic and is then simply designated f(t):

f (t) ¼ 1
2p

lim
Dx!0

Xþ1

n¼�1

Z�p=Dx

�p=Dx

f ðsÞe�inDxsds

2
64

3
75

0
B@

1
CA einDxtDx ð3:130Þ

and converting the sum into integral:

f (t) ¼ 1
2p

Z1
�1

Z1
�1

f ðsÞe�inDxsds

2
4

3
5 eixtDx ð3:131Þ

The Fourier transform FðixÞ defined by Eq. (3.123) becomes the term in
brackets in Eq. (3.131), substituting the terms cn for the coefficients of the Fourier
series. Note that the product nDw is x, since it is the abscissa corresponding to the
frequency of the harmonics.

In this context, the Fourier transform, F(ix) in Eq. (3.123), allows to analyse time
equation function f(t) in infinite frequencies (spectral density of frequencies) con-
taining all its information. Conversely, the inverse Fourier transform Eq. (3.124),
makes it possible to obtain the time function f(t) from the spectral components.

The transform pair allows conversion between time and frequency regimes of
non-periodic functions and possibly limited domain in the same way that the
Fourier series does for periodic functions defined for an unlimited time interval.

In the above context, the Fourier series converts a continuous periodic time
function into discrete spectral values in the form of lines, in the frequency domain.
Conversely, Fourier transforms can be applied to continuous functions over a
specific time interval, eventually infinitesimal pulses, to obtain continuous spectra
in the frequency domain.

3.6.4 Discrete Fourier Transform

In practice, environmental physics functions and databases are given as finite data
sets or converted into the discrete form when recorded continuously. When con-
sidering a continuous function between instants 0 and T, this interval can be divided
into N intervals with widths Dt = T/N so that fn becomes the value of the continuous
function at instant tn.

A discrete Fourier transform then takes the form:

Fk ¼
XN�1

n¼0

fne
�ikx0n ð3:132Þ
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and the inverse transform:

fn ¼ 1
N

XN�1

n¼0

Fke
�ikx0n ð3:133Þ

where x0 = 2p/N is the angular frequency.
Equations (3.132) and (3.133) are the discrete analogues of Eqs. (3.123) and

(3.124), respectively.
This complex processing of these equations can be carried out with appropriate

software packages. The starting point for such programming is Euler’s identity:

e	ib ¼ cosb	 isinb ð3:134Þ

making it possible to write Eqs. (3.132) and (3.133) as

Fk ¼ 1
N

XN�1

n¼0

fn cosðkx0nÞ � ifn sinðkx0nÞ½ � ð3:135Þ

and

fn ¼
XN�1

n¼0

Fk cosðkx0nÞ � iFk sinðkx0nÞ½ � ð3:136Þ

A simple way to perform this calculation is to use the Fast Fourier Transform
(FFT) algorithm. This has been developed in references such as Chapra and Canale
(1989) and Lynn and Fuerst (1998).

3.6.5 Autocorrelation and Cross-Correlation Functions

The autocorrelation function (ACF) given in the time domain is important for
studying the properties of a discrete random function, as it allows statistical rela-
tionships to be analyzed between successive values of the function.

The autocorrelation function /xxðmÞ, is defined as

/xxðmÞ ¼ lim
N!1

1
2Nþ 1

XN
n¼�N

xðnÞxðnþmÞ ð3:137Þ

showing that the ACF is the mean product of a sequence of values of a function x
(n) with a time-lagged version at m instants.
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Figure 3.6 shows the autocorrelation of the instantaneous fluctuations of the
components u and w of wind velocity for 13 min data series and 21 Hz sampling
rate of the surface boundary layer of cork oak stands in Portugal (Rodrigues 2002).

The cross-correlation function (CCF) uxyðmÞ, is defined as

/xyðmÞ ¼ lim
N!1

1
2Nþ 1

XN
n¼�N

xðnÞyðnþmÞ ð3:138Þ

showing that, the CCF is the mean of the product of the sequence of values of a
function x(n), with a version y(n) lagged in time by m instants. The ACF and the
CCF can be compared because the lag times for one or two functions allows for the
assessment of the temporal structure of these functions. These functions are cal-
culated for a set of lag instants.

The ACF establishes the lagged phase products of instantaneous fluctuations,
making it possible, for example, to evaluate the formation and duration of a tur-
bulent phenomenon. In this case, the fact that ACF tends to zero, indicates that the
eddy (an example of a random process) forms without being either permanent or
recurrent. In the case where m = 0, the autocorrelation is equal to the square of the
function x(n):

/xxð0Þ � xðnÞ2=N ð3:139Þ
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Fig. 3.6 Autocorrelation of data for instantaneous fluctuations for wind velocity (after Rodrigues
2002)
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The power spectral function SxxðxÞ, is defined as the Fourier transform of the
ACF of random processes (discrete functions):

SxxðxÞ ¼
Z1
�1

/xxðsÞ e�jxsds ð3:140Þ

where the ACF /xxðsÞ, the inverse transform:

/xxðsÞ ¼
1
2p

Z 1

�1
SxxðxÞejxtdx ð3:141Þ

Similarly, cospectral power SxyðxÞ is defined as the Fourier transform of the
CCF of random processes:

SxyðxÞ ¼
Z1
�1

/xyðsÞ e�jxtds ð3:142Þ

/xyðsÞ ¼
1
2p

Z 1

�1
SxyðxÞejxtdx ð3:143Þ

3.6.6 Spectral Characterization of Turbulence in the Surface
Boundary Layer

The turbulence at the surface boundary layer is, as above mentioned, made up of a
set of eddies of various sizes, ranging from several millimeters to hundreds of
meters, making spectral analysis an essential tool for the assessment of the domi-
nant frequency of the turbulent flow. Spectral analysis of fluctuations of any scalar
or vectorial flow quantity aims to study the variation in the spectral power function
with the frequency. Turbulence spectra depends on site parameters, fluxes and
micrometeorological conditions, and its knowledge is relevant form choosing of
sensors and definition of optimal sensing strategy for specific atmospheric condi-
tions (Foken 2017).

Spectral analysis is useful to assess the time and length scales of the flow,
distribution of TKE on the set of frequencies and as a criterion to assess the quality
of collected data. The total power in a time function x(j), corresponding to a field of
turbulent fluctuations is given by the respective autocorrelation with zero lag, ACF
(0) or (x(j)2/n) by Eq. (3.139).

However, as x’(j) is the fluctuations field, it follows that the mean x0ðjÞ is zero so
that the respective variance SxyðxÞ, can be expressed as:
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r2x0ðjÞ ¼ 1
n

Xj¼1

n

x0ðjÞ � x0ðjÞ
� �2

¼ 1
n

Xj¼1

n

x0ðjÞð Þ2¼ x02ðjÞ ¼ ACFð0Þ ð3:144Þ

Thus, the power of the total fluctuations field x’(j), is given by the respective
variance

x02ðjÞ. Given the definition of friction velocity we have:

u2� ¼ u0w0 ¼ u02 ¼ w02 ð3:145Þ

u2� can be regarded as the total power of the field of instantaneous velocity fluc-
tuations. The absolute frequency f, expressed in sec−1, relates to the angular fre-
quency x ¼ 2p=T , expressed in rad sec−1, by f ¼ x=2p.

The concept of angular wavenumber j is also used in spectral analysis. The
variable j is defined as 2p=k, where k is the wavelength and is expressed in rads
m−1. The wavenumber is expressed in L�1½ � units. The frequency can also be
dimensionless in the form n ¼ f z=u, where u is the mean horizontal velocity, as the
wavelength for larger eddies in the surface layer relates to the distance z from the
ground (Blackadar 1997). In view of the concepts discussed above, it can be noted
that the TKE is produced in the range of lower wave numbers (longer wavelength
and smaller absolute frequencies) and dissipated primarily in the range of large
wavenumbers (greater absolute frequencies).

Turbulent eddies in the surface boundary layer are large structures, so that
analysis should include measurements along several distinct points. In the most
common case where measurements are done only at a single point, Taylor’s
hypothesis assumption is made (see Sect. 3.3).

In the case of two sensors separated by a distance r, a spatial covariance matrix
Rijðx; rÞ can be established (Kaimal and Finnigan 1994):

Rijðx; rÞ ¼ u0iðxÞu0jðxþ rÞ ð3:146Þ

its Fourier transform is a matrix Eij ðx; jÞ where j is the wavenumber vector. The
Eij ðx; jÞ matrix contains all the information on the distribution of variability of
turbulence in the entire of wavenumber space. However, generally available
information about the structure of the flow is not enough to complete the matrixes
Rijðx; rÞ andEijðx; jÞ, and so, requires simpler analytical criteria. It is possible to
resort to the concept of scalar spectral energy E(j), where turbulence is homoge-
neous in all directions. This energy is defined as the total kinetic energy, due to the
kinetic energy of the flow with wavenumbers ranging from j to j + dj, where j is
the module of vector j (Kaimal and Finnigan 1994).

The turbulent energy spectrum is made up of the spectral ranges for storage and
production of turbulent energy, inertial subrange, and dissipation range. The range
for storage and production includes the group of eddies that produce TKE via
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tangential stresses and thermal buoyancy and consequently, storage. These eddies
are mainly responsible for the turbulent transport phenomena.

The inertial subrange corresponds to a set of eddies with average frequencies and
isotropic characteristics, in which there is convergence of the spectral curves,
corresponding to different situations of thermal stability, to a straight line with slope
˗5/3 (e.g., Foken 2017). This convergence can be plotted on a graph with the
variation of the natural logarithm of spectral energy density in the ordinate and the
variable ln(j) in the abscissa (Blackadar 1997). In this subrange, such convergence
derives from the fact that kinetic energy transfer occurs in a turbulent cascade
between the larger and smaller eddies. The inertial designation derives from the fact
that in this intermediate frequency range, neither produce nor dissipate of kinetic
energy occurs. The dissipation spectral subrange corresponds to the turbulence due
to small eddies responsible for the molecular dissipation of kinetic energy into heat.

Typical length scales range for production/storage and dissipation are respec-
tively, the Eulerian integral length scales K, and the Kolmogorov microscale η, of
the order of 1 mm. Definitions of Eulerian integral time scales t, and length K, for
example of the components u and w for wind velocity, are as follows (e.g. Kaimal
and Finnigan 1994):

tu ¼ Z 1
0

u0ðtÞu0ðtþ sÞ=r2u
� �

dðsÞ ð3:147Þ

tw ¼ Z 1
0

w0ðtÞw0ðtþ sÞ=r2w
� �

dðsÞ ð3:148Þ

Ku ¼ u tu ð3:149Þ

Kw ¼ utw ð3:150Þ

where s is the time lag relative to the arbitrary point t. The Ku length scale is of the
order of 10 to 500 m.

The Kolmogorov microscale η, with dimensions of about 1 mm is dependent on
viscosity and corresponds to the range of eddies where energy dissipation occurs.
Conversion of kinetic energy into heat takes place within this dissipation spectral
range. The Kolmogorov microscale η, is given by:

g ¼ m3

e

� �1=4

ð3:151Þ

where m is the kinematic viscosity of air, and e is the dissipation rate for TKE. In the
superficial boundary layer, as previously mentioned above, turbulence is charac-
terized by a wide range of frequencies related to eddies of various sizes. The energy
generated in the range of absolute low frequency, relative to the energy of the
eddies is transmitted by a cascading process of eddy stretching to larger wave

74 3 Characterization of Turbulent Flow in the Surface Boundary Layer



number ranges, corresponding to the smaller eddies with isotropic turbulence
(Blackadar 1997).

The influence of thermal stability in the spectral power can be graphically
analyzed by curves in Fig. 3.7, where the frequency appears dimensionless as f z=u
in the abscissa, and the spectral power S(f), dimensionless in the form
f Suðf Þ=u�/2=3

e is in the ordinates. The spectral power is expressed in L3T�2 units.
The dimensionless dissipation factor /e, is defined by Eq. (3.96).

Figure 3.7 shows a family of curves for distinct conditions of thermal stability
represented by different values of z/L (k is the von Karman constant and L is the
Monin-Obhukov length).

The lower values of dimensionless frequency in the anisotropic range are more
dependent on surface heating and stability conditions. On the other hand, in the
inertial and dissipative subranges, the spectral curves converge towards a line with
slope of about −2/3 (Fig. 3.7). This shows that at higher frequencies, the spectral
intensity is no longer as dependent on conditions of thermal stability and that the
smaller eddies receive energy from the inertial subrange without direct interaction
with the mean flow. A convergence shown in graphs arises of the spectral curves
into a line with a slope of −5/3, in which the natural log of the scalar spectral
density energy in the ordinates is plotted against the ln(j) as abscissa.

Fig. 3.7 Normalized spectra for a u; b v; c w; and d Tair of air velocity and temperature potential
(after Kaimal and Finnigan 1994)
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For negative n values, there is discontinuity in the so-called excluded region,
which serves as a separation between spectra under stability and instability con-
ditions and is associated with an abrupt transition in characteristic lengths of eddies
(Fig. 3.7). For the spectral density curves for components u, v and w, the proposed
empirical functions (Kaimal et al. 1972) are as follows:

f Suðf Þ
u2�

¼ 102n

ð1þ 33nÞ5=3
ð3:152Þ

f Svðf Þ
u2�

¼ 17n

ð1þ 9:5nÞ5=3
ð3:153Þ

f Swðf Þ
u2�

¼ 2:1n

ð1þ 5:3n5=3Þ ð3:154Þ

where n is the dimensionless frequency in the form fz=u. To perform dimensional
analysis, the ui component is obtained from Kolmogorov’s Law for the inertial
sublayer (Stull 1994):

SuiðKÞ ¼ ake
2=3K�5=3 ð3:155Þ

where K is the wavenumber module and ak is the dimensionless Kolmogorov
constant, with a value of 0.55.

The following equation shows the relationship between the spectral power
function and the absolute frequencies and wavenumber module (Kaimal and
Finnigan 1994):

KSuiðKÞ ¼ fSuiðf Þ ð3:156Þ

After some development, and considering that:

u02i ¼ u
2

� ð3:157Þ

Equation (3.156) is transformed to the following expression:

fSuiðf Þ
u2�

¼ ak

ð2pkÞ2=3
/ð2=3Þ
e nð�2=3Þ ð3:158Þ

If k (von Karman constant) and ak is assigned the values 0.4 and 0.55,
respectively, Eq. (3.158) becomes:

nSuiðnÞ
u2�/

2=3
e

¼ nSuiðnÞ
ðkzeÞ2=3

¼ 0:3nð�2=3Þ ð3:159Þ
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This equation is valid for the three velocity components and shows that in the
inertial subrange there is convergence of the spectral curves of different velocity
components. These curves correspond to different situations of thermal stability and
give a straight line with a slope of −2/3.

Using an analogous development, a similar equation for the spectral power of the
air temperature is obtained:

fSTðf Þ
T
2
�/H/

�1=3
e

¼ 0:4n�ð2=3Þ ð3:160Þ

The dimensionless stability factor for temperature /H can be determined by
Eqs. (2.52) and (2.53). The configuration of the spectral curves is given in Fig. 3.7.

It can be seen from Fig. 3.7D that in the inertial subrange there is a convergence
of the temperature spectral curves corresponding to different situations of thermal
stability, resulting in a straight line with slope −2/3.

Checking for a −2/3 slope in the logarithmic spectral curves is then a quick way
of assessing the quality of the measured data, because this slope indicates the
presence of an inertial subrange typical of the spectrum of velocity and air tem-
perature components.

Figure 3.8 shows the power spectrum measurements of instantaneous fluctua-
tions of components u and w for velocity and air temperature T in cork oak forests
(Rodrigues 2002).

3.6.7 Cospectral Analysis

In the spectral inertial subrange of the surface boundary layer, dimensional analysis
shows that the cospectra, for example, of uw, wT, and wc are proportional to the
wavenumber raised to the power of −7/3 (Wyngaard and Coté 1972). In the inertial
subrange, cospectra decrease more rapidly with frequency than the power spectra.
Moreover, the wavenumbers (or frequencies) corresponding to the maximum
cospectral power are lower than the wavenumbers for the corresponding maximum
spectra (Blackadar 1997). Mass vertical flows and energy in the surface boundary
layer are thus promoted by larger eddies, and this is relevant in the application of
eddy covariance measurements, discussed below.

From a similar development established for spectral analysis, the following
generalized expressions for the cospectral power Cuw or Cwt (Kaimal et al. 1972) are

� fCuwðf Þ
u2�Gðz=LÞ

¼ 0:05n�4:3 ð3:161Þ

� fCwTðf Þ
u2�T�Hðz=LÞ ¼ 0:14n�4:3 ð3:162Þ
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where

G z=Lð Þ ¼ 1 �2� z=L� 0
1þ 7:9z=L 0� z=L� 2

�
ð3:163Þ

H z=Lð Þ ¼ 1 �2� z=L� 0
1þ 6:4z=L 0� z=L� 2

�
ð3:164Þ

Figure 3.9 shows the curves for the covariance of the product for fluctuations of
uw (vertical momentum transport) and wh (vertical transport of sensible heat).
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Fig. 3.8 Spectral power of components a u; b w; and c T, from measurements of the cork oak
forest surface layer (after Rodrigues 2002)
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3.7 Eddy Covariance Method

Widespread application of the turbulent correlation or covariance method dates back
from the last decade. This method deals with mass and energy fluxes for quantifying
instantaneous fluctuations of vectorial and scalar variables (e.g., air temperature,
carbon concentration, water vapor vertical component of air velocity) of turbulent
eddies when they pass a measuring point. The eddy covariance method is the most
accurate for calculating mass and energy fluxes and is used to calibrate other pre-
viously discussed methods such as aerodynamic (Chap. 2), Bowen methods, or the
Penman–Monteith calculation for evapotranspiration described in Chap. 4.

The eddy covariance method is complex but the advent of technological tools,
including improved instrumentation and software for calculations and corrections,
has allowed for its extensive application in numerous natural and man-made
microsystems. In this Section, only overarching principles are presented about the
turbulent covariance method and instrumentation required for the flux measure-
ments. For details about the calculations on the vertical flow of other atmospheric
gases (e.g., methane) the reader is directed to Burba and Anderson (2010), Foken
(2017), Papale et al. (2006), Aubinet et al. (2000), Göckede et al. (2008), Mauder
and Foken (2004) and Lee et al. (2004).

Basically, the method is based on obtaining the means for covariance, as dis-
cussed above, making possible equations for the vertical atmospheric fluxes such as
the following:

s ¼ �q u0w0 q ð3:165Þ

n = fz/u
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Fig. 3.9 Covariance spectral curves for uw and wh in a flat surface showing the variation with
thermal stability and frequency (after Kaimal and Finnigan 1994)
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H ¼ q cp w0T 0 ð3:166Þ

LE ¼ q Lw0q0 ð3:167Þ

C ¼ qw0c0 ð3:168Þ

for the vertical momentum, sensible heat, latent heat, evaporation, and carbon
dioxide, respectively.

To get the corresponding fluctuations for the above equations, suitable instru-
mentation and a data processing system are needed to record these turbulent fluc-
tuations. Sonic anemometers and gas analyzers are required for measurements of
fluctuations of air velocity and temperature and gases such as carbon dioxide,
methane, and air humidity.

To collect information on vertical fluxes relating to the surrounding area called
footprint, sensors are positioned in observation towers at a height equivalent to 1.5
times the surface elements. The sensors need to be synchronized and with suffi-
ciently high frequency to record fluctuations of the properties of eddies able of
turbulent transport. Effects of the observation tower and the instrumentation set on
flow distortion as well as the detrimental effects of incorrect anemometer orientation
relative to the streamlines, need to be considered. To minimize such pitfalls, the
tower needs to be built with long vertical bars to support the anemometers and the
measurement system, and coordinate rotation should be performed.

The general principles described make up the core of the eddy covariance method.
Calculations, corrections, and data quality control are done using appropriate software
packages. Among the more relevant calculations are corrections of sonic temperature
due to air humidity (Schotanus et al. 1983); coordinate rotation; means calculating;
WPL correction for changes in air density; data stationarity and dynamic similarity
testing; evaluation of interactions between the flow and observation towers; response
corrections in frequency and filtering of high-frequency peaks or spikes. Gap filling for
missing data and/or replacement of poor quality data also needs to be done.

For the carbon fluxes, the main calculations are flux partitioning and night-time
carbon storage. Estimations of low-frequency oscillations in the velocity field, due
to non-turbulent fluctuations in means for half-hour periods, must also be carried
out. The evaluation of the footprint area, which is affected by the measurements and
calculations, will also be required.

The basic concepts of operating equipment for measuring fluctuations of com-
ponents for wind velocity, air temperature, concentrations of water vapor, and
carbon dioxide are similar. Some of the key issues regarding the eddy covariance
method are:

(i) Sonic anemometers (Figs. 3.10 and 3.11) are used for recording instantaneous values
of the components for flow velocity and temperature which allow the calculation of
its fluctuations. Measurement of fluxes of other scalar quantities, e.g., water vapor or
carbon dioxide, requires additional analyzers.
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The sonic anemometers are based on the measurement of flight time of
high-frequency ultrasonic pulses between pairs of transducers. The duration of the
flight time depends on the sum of the air sound speed with the air velocity along the
flight path.

Fig. 3.10 Sonic anemometer (support in the background) and open-path carbon and water vapor
analyzer installed in the field

Fig. 3.11 Sonic anemometer and open-path carbon and water vapour analyser (left), with
close-up view (right) installed in the field
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The measurement of air velocity depends on the size and geometry of the set of
transducers. A three-dimensional anemometer is a combination of three pairs of
transducers that serve to establish the magnitude and direction of the wind velocity
vector. The interval for signal discharge in each pair of transducers in the
three-dimensional sonic anemometers is about 10−3 s. The time of flight in the two
opposite directions, t1 and t2, is measured and the following identities can be written as

t1 ¼ dp
cs þVD

ð3:169Þ

t2 ¼ dp
cs � VD

ð3:170Þ

where cs is the velocity of sound in air, used for calculating the air temperature, VD

air velocity along the linear space between the two transducers, and dp the length of
this space or distance between the transducers. The value of dp is typically about
0.15 m. From Eqs. (3.169) and (3.170) we get

VD ¼ 0:5 dp
1
t1
� 1
t2

� �
ð3:171Þ

Equation (3.171) allows recording of wind speed vector component along the
linear space between the two transducers without the need for sensitivity analysis in
relation to other parameters such as temperature or contaminants.

The speed of sound through air is also obtained from Eqs. (3.169) and (3.170):

cs ¼ 0:5 dp
1
t1

þ 1
t2

� �
ð3:172Þ

The anemometer emits an ultrasound signal in both directions in the linear space
of the first pair of transducers, which are stored, and air velocity is calculated using
Eq. (3.171). This operation is repeated for the remaining two pairs of transducers,
and the entire operation takes 2 emissions � 3 pairs �1 millisec = 6 millisec. The
results for successive emissions of sound signals are added and the means calcu-
lated. A frequency of 21 Hz is normally used for calculating atmospheric fluxes. As
a result of the frequency overlaps, for spectral analysis, the limit of detectable
frequencies or Nyquist frequency further described is about 10 Hz.

To minimize vibration and flow distortion, sonic anemometers need to be set up
on a solid base with the larger dimension oriented in the direction of the prevailing
winds. Additional factors that alter the path of the linear impulses causing mea-
surement errors are precipitation, dew, and snow events.

(ii) Sonic anemometers enable measurement of the sonic air temperature TS through
an expression relating the speed of sound in the air with temperature, that is,
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c2s ¼ 403TS ð3:173Þ

The value of the temperature TS is close to the virtual temperature TV defined
(Chap. 1) by the value of the temperature of dry air with the same density as that of
the humid air at the current temperature.

The contribution of the perpendicular component of wind velocity VN to the
temperature measured by the sonic anemometer is given by the following equation
(Kaimal and Finnigan 1994):

TS ¼
d2p

1612
1
t1

þ 1
t2

� �2

þ V2
N

403
¼ c2s þV2

N

403
ð3:174Þ

The effect of air humidity in the sonic temperature (Schotanus et al. 1983) for
calculating the covariance w0T 0 of the sensible heat flux is given by

w0T 0 ¼ w0T 0
S � 0:51Tw0q0 esp ð3:175Þ

giving the covariance w0T 0, corrected for the effects of specific air humidity qesp
fluctuations and VN, from the calculation of ambient temperature using the sonic
anemometer.

(iii) Gas analyzers are used for the instantaneous measurement of gas concen-
trations for the corresponding covariance fluxes (such as water vapor,
methane, nitrous oxide, ozone, etc.). In the case of fluctuations of water vapor
and carbon analysis, the results depend on the selective absorption of radi-
ation in the infrared range.

Analyzers can operate in two modes, open or closed path. In open-path analyzers,
radiation is emitted by a source, runs an open linear circuit where it is partially
absorbed by the gas, and the remaining radiation is captured by detectors at the end of
the linear path. For example, water vapor and carbon dioxide absorb infrared radiation
at wavelengths of 2.59 lm and 4.26 lm, respectively. Closed path analyzers operate
based on the same principle of radiation absorption; the difference being that air is
transported to the detection chamber through suction and tubular transport.

The open- and closed-path analyzers obey similar operating principles. In
open-path analyzers radiation absorption ai, is related to the gas concentration qi, by
an equation of the type:

qi ¼ Peifi
ai
Pei

� �
ð3:176Þ

where Pei is the equivalent pressure of gas i, ai is the radiation absorption by gas i,
and fi is a calibration function. If the gas mixture contains other gases that affect the
way in which the ith gas absorbs radiation, then the equivalent pressure differs from
the partial or total pressure of the gas.
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Absorption in the infrared is due to changes in molecular vibrational and rota-
tional states. Other factors being equal, collisions, energy transition states, and the
energy absorption will increase with the pressure of the gas mixture. The absorption
of radiation by a particular gas will then also depend on its concentration, as well as
the concentrations of other similar gases. The function fi is typically a polynomial
function of the order of 5 or 3, for CO2 and water vapor, respectively.

For other gases, the coefficients will be specified in the equipment calibration
sheets. The availability of power and additional phenomena such as precipitation
will dictate whether open- or closed-path operating systems are used. Calibration
measurements with standard concentrations of gases are much faster in closed-path
systems where sampling is done over a period of days, as compared with months
for the open-path systems.

Closed-path analyzers operate with a time lag between the instants of suction
and measurement, with losses at high frequency throughout the path for the sam-
pled gas. Flow within the tubular system with length ranging between 3 and 16 m,
can be laminar or turbulent, and airflow can be up to 50 Lmin−1. The electrical
power requirements for the closed-loop system are higher (around 30 W) than for
open circuit (about 10 W). Closed-path analyzers operate in differential mode.
Measurements of carbon dioxide and water vapor are based on infrared radiation
absorption difference across two gas cells each with a volume of about 10.9 cm3.

The reference cell is used for a known gas concentration of CO2 or water vapor.
The sample cell is used for a gas of unknown concentration. Infrared radiation is
transmitted through both the cells, measured, and the radiation absorption rate is
proportional to the gas concentration. The measuring devices have optical filters
(band-pass) mounted directly on the detectors to measure the radiation wavelengths
(2.59 lm for water vapor and 4.26 lm for carbon dioxide). Closed-path analyzers
have detectors that are thermoelectrically cooled to about −5 ºC. The gas pressure
inside the cell is controlled by transducers to allow for internal pressure changes.
Chemicals such as magnesium perchlorate and ascarite are typically used to purge
the detectors of carbon dioxide and water vapor.

In the open system, there is no gas loss or suction in the suction tubes due to
high-frequency attenuation. The flow losses are mainly due to the distance between
the measurement sensors and analyzers, as well as the occurrence of rainfall, dew,
or snow. In open-path systems, the WPL correction is important for density fluc-
tuations. The calibration of CO2 and water vapor in open-path analyzers (Fig. 3.12)
is similar, although simpler than for closed path.

The basal level of the analyzer is only slightly affected by the temperature,
typically 0.3 lmol/mol/°C for CO2, and 0.02 mmol/mol/°C for H2O. This tem-
perature drift is included in the instrument’s programming at manufacture. The
upper end of measurement is affected by temperature, pressure, and the stability of
purge chemicals. These changes are minimal especially at ambient temperature and
pressure, but in any case, the software makes the necessary corrections.

(iv) Latent heat and sensible heat fluxes, by causing expansion of the air and
modifying its density change also the density of atmospheric gases. This effect
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is particularly noticeable with smaller quantities of atmospheric gases. The
sensible heat flux is not influenced by fluctuations in air density.

The effect of changes in the density of dry air qa, in the vertical fluxes under
constant pressure, wherein the vertical flux of dry air is assumed to be zero, is given
by the following expression (Webb et al. 1980):

qaw ¼ qawþ q0aw0 ¼ 0 ð3:177Þ

where qa is the density of dry air so that Eq. (3.177) yields

w ¼ �q0aw
0

qa
ð3:178Þ

This results in a non-zero mean vertical velocity w, whenever there are sensible
or latent heat fluxes, which cause correlations of fluctuations of qa with w. This
velocity will induce an additional convective flux, which needs to be eliminated
with the correction proposed by Webb et al. (1980) denoted by WPL, for the change
in air density. The WPL correction is used in both open- and closed-path systems.
In open-path systems, WPL correction for carbon dioxide flux can be expressed as
(Burba and Anderson 2010)

F ¼ Fun þ 1:61
E

qd

� � �
c

 �

1þ 1:61 qV
qd

 !
þ H

qcp

�
c

 �
Ta

ð3:179Þ

Fig. 3.12 Laboratory
calibration of open-path
analyzer
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where F is the corrected flux, Fun the uncorrected flux, E evaporation, H sensible
heat flux, ½c� mean CO2 concentration, qV ; qd; and q water vapor density, dry air,
and standard air, respectively, cp the specific heat at constant pressure and Ta the air
temperature in ºK. The expression for closed-circuit systems is slightly different.

The WPL correction is small during seasonal growth and becomes more significant
outside this period (Burba and Anderson 2010). This correction applies to CO2 fluxes,
evapotranspiration, methane, and ozone, and any other trace atmospheric gas, where
Eq. (3.195) should be applied. The WPL correction for carbon dioxide fluxes will be
about 50%, which is much higher than that for latent heat flux (Leuning et al. 1982). In
very cold environments, open-path analyzers require additional corrections not nec-
essary e.g. in Mediterranean environments (Burba et al. 2008).

(v) An appropriate rotation of coordinates so that the u component coincides with
the wind mean velocity vector, thus canceling the v and w components for
correct application of the eddy covariance method. The mean values of the
vertical component of wind velocity that differ from zero are due to deformation
of streamlines by the ground slope, distortions caused by transducers, or tower
interference. The rotation coordinates can be made before or after averaging
operations (Rannik and Vesala 1999; Foken 2017) discussed in item (vi).

Coordinate rotation ensures proper positioning of the sonic anemometer in relation
to streamlines, and minimizes distortions caused by the tower structure and sensors,
as well as cancels the vertical and lateral air motions. Two successive rotations are
required for the mean components of wind velocity or covariances that include
scalar quantities. The first around the z-axis plane serves to align the u component
with the x-axis to cancel component v. A second rotation along the v-axis aims at
canceling w, as shown in Fig. 3.13.
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V

η

V

w

z1 z2

y2

y1

x1 u1

u y
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Fig. 3.13 Successive rotations of the coordinate system, a first rotation, and b second rotation
(after Valente 1999)
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The result of such rotations can be written in the following compact algebraic
form:

ui2j j ¼ Ar½ � ui½ � ð3:180Þ

sui2½ ¼ Ar½ � sui½ � ð3:181Þ

where ui2 and ui are the column matrices corresponding to the coordinates before
and after the two rotations:

ui2 ¼
u2
v2
w2

2
4

3
5 and ui ¼

u
v
w

2
4

3
5 ð3:182Þ

s0u0i2 and s0u0i are the corresponding covariance matrices column that include
scalar quantities:

s0ui2 ¼
s0u02
s0v02
s0w0

2

" #
and s0u0i ¼

s0u0
s0v0
s0w0

2
4

3
5 ð3:183Þ

and Ar is the rotation matrix given by

cosg cos# sin g cos# sin#

�sing cosg 0

�cosg sin# � sing sin# cos#

2
64

3
75 ð3:184Þ

The elements for Ar are obtained from the following identities:

sin g ¼ vffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2

p ; cos g ¼ uffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2

p ; ð3:185Þ

and

sin# ¼ wffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2 þw2

p ; cos# ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2 þw2

p ; ð3:186Þ

For the variance and covariance vectors, the double rotation is as follows:

M2 ¼ ArM0A
T
r ð3:187Þ

where Ar
T is the transposed matrix of Ar and Mn matrices of (co)variance before and

after the two rotations, written in the general form:

3.7 Eddy Covariance Method 87



u0nu0n u0nv0n u0nw0
n

v0nu0n v0nv0n v0nw0
n

w0
nu

0
n w0

nv
0
n w0

nw
0
n

2
64

3
75 ð3:188Þ

A third rotation can be applied around the x-axis to cancel out the lateral
momentum v0w0. This rotation is nil in flat or slightly sloped surfaces.

(vi) The vertical turbulent flux of a quantity, F ¼ w0k 0, from Eqs. (3.165) to
(3.168) is given by a general expression:

F ¼ w0k0 ¼ ðw� wÞðk � kÞ ð3:189Þ
Determining the means involves direct calculation of means, filtering, and

removing linear trends (Aubinet et al. 2000). After data acquisition, the means of xi
are given by the statistical definition:

xi ¼
Pn
i¼1

xi

n
ð3:190Þ

and the mean of the covariances is given by

x0y0 ¼ 1
n

Xn
k¼1

x0ky
0
k ð3:191Þ

Another alternative for data processing in real time is to use the running mean.
Under these conditions, the running mean xi, is given by

xi ¼ anxi�1 þ 1� anð Þxi ð3:192Þ
where an is the weighting factor given by

an ¼ exp �Dt=ssð Þ ð3:193Þ

In Eq. (3.193), Dt is the time interval between measurements, for example, 0.1 s.
The values for ss (time constant) proposed vary between 200 s. and 20 min.

If Dt/ss << 1, then Eq. (3.193) can be written as

an ¼ 1� Dt=ssð Þ ð3:194Þ

For removing linear trends, the mean xk is calculated as

xk ¼ x þ b ðtk � 1
n

Xn
1

tkÞ ð3:195Þ
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where tk is the time at instant k, and b is the slope of the linear trend of the sample.
The slope is calculated as

b ¼
Pn
k¼1

xktk � 1
n

Pn
k¼1

xk
Pn
k¼1

tk

Pn
k¼1

tktk � 1
n

Pn
k¼1

tk
Pn
k¼1

tk

ð3:196Þ

The methods given for the calculation of the means are basically dependent on
the analysis of a given finite series of measured data. The sampling time depends on
the atmospheric stratification, the wind velocity, and the measurement height.
Calculating the means for corresponding covariances for time series of 30 min is
enough to encompass the effects of low frequency relative to all the eddies
responsible for the turbulent transport (Gash and Culf 1996; Aubinet et al. 2000;
Burba and Anderson 2010).

A sampling time of 30 min over the full daytime is considered as delivering no
significant measurement errors. For height measurements of 2−5 m, sampling
periods of 10–20 min would be required for daytime unstable stratification in
summer and about 30–60 min and perhaps 120 min would be required for
night-time stable stratification (Foken 2017).

(vii) Eddy covariance measurements are affected by peaks caused by environmental
factors such as the footprint changes or rapid changes in turbulence or instru-
mentation (e.g., heavy rain falling on the sonic anemometer or an open circuit
analyzer). All processes with fluctuations higher than 3.5r are considered as
spikes or high-frequency peaks. High-frequency peaks, affecting the instanta-
neous measurement, are removed by filtering before calculating covariance
means for half-hour periods. Typically, these half-hour periods are excluded
when the high-frequency peaks exceed 1% of total data (Foken 2017).

Peaks or oscillations in the time series of the mean values for half-hour periods
typical for non-turbulent phenomena affect the quality of gap-filled data. The
methodology used to determine these low-frequency events and consider them as
outliers is based on the position of each average value of the flux over a half-hour
period (e.g., the net ecosystem exchange NEEi or carbon budget) compared to
before and after adjacent periods, needed for the di variable (Papale et al. 2006):

di ¼ NEEi � NEEi�1ð Þ � NEEiþ 1 � NEEið Þ ð3:197Þ

where the value of NEEi is considered a low-frequency peak if

di\Md � zMAD

0:6745

� �
or di [Md � zMAD

0:6745

� �
ð3:198Þ
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where z is a boundary value usually 4, Md is the mean of the differences, and MAD
the median defined as

MAD ¼ median di �Mdj jð Þ ð3:199Þ

These calculations are applied to periods of 13 days and separately for day and
nighttime periods. In practice, these evaluation methods for high- and
low-frequency peaks require computing software.

(viii) Flow in the surface boundary layer results from eddies of different
dimensions and at a given point, the eddy fluxes generate velocity and
scalar concentrations at different frequencies. In the case of turbulent fluxes
of a scalar k, the cospectral density Cwk is related to the covariance through
an expression such as

w0k0mea ¼
Z 1
0
Cwkðf Þdf ð3:200Þ

where f is the frequency in Hz. Atmospheric turbulence is made up of an infinite
number of overlapping frequencies, and some frequency loss occurs in flux mea-
surement. The reasons for these losses are related to the efficiency of the sensor in
terms of frequency response. The main corrections for losses in frequency response
are due to response time, sensor separation, or frequency attenuation in suction
tubes in closed-path analyzers. In addition, factors such as losses in high frequency
due to the averaging on linear circuits or volumes, high-pass filtering the lag
between the sensor response time, and digital sampling also need to be considered.

All the corrections are usually included in the software associated with the
sensors in the form of transfer functions, FT(f), which vary with frequency and are
processed automatically, so this introductory text will only refer to its meaning. For
analysis of analytical details, the reader is referred to Moore (1986), Burba and
Anderson (2010), and Moncrieff et al. (1997).

Corrections for the response time compensate for sensor delay in response to
rapid variations of the fluctuations contributing to the flux. The response delay is a
function of the dynamic response frequency of the sensors (Moore 1986). These
corrections are applied mainly to gas fluxes, and to a lesser extent for momentum
fluxes, when the measurements are performed at very low heights or when the
transducer response time is not sufficiently fast.

The correction for separation between the sensors corrects for the flux losses in
the high-frequency domain that is because the wind velocity and scalar quantities
are not sampled in the same volume (Moore 1986). In practice, although the
interfering parts of devices should be kept to a minimum (Foken 2017), it is difficult
to avoid some sensor separation because of their size as well as the need to min-
imize interference in the flow due to its volume.

This separation causes losses, as it misses mass and energy transport driven by
eddies with a characteristic dimension smaller than the distance between the sen-
sors. Thus, this correction is applied for gas fluxes, but not to the heat or momentum
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flux in which the sampling is done only for the sonic anemometer. The correction is
lower when the cospectral shifts toward lower frequencies, due to the increase in
height measurement or greater thermal instability (Laubach et al. 1994). Moore
(1986) suggested that under conditions of thermal instability, the separation
between the sensors should not exceed 10% of (z−d). Baldocchi (1995) reported
that if the ratio of the distance between the separation and (z−d) is lower than 5%,
the covariance error is less than 3%. These authors cite the following criteria for
separation s, between sensors

s ¼ ðz� dÞ=5 ð3:201Þ

s ¼ ðz� dÞ=ð6pÞ ð3:202Þ

The response correction in high frequency due to the averaging procedure in
volume (in the case of closed-path systems) or in linear circuits aims to compensate
for flux losses due to eddies being smaller than the sample spaces. This correction is
needed for all scalar fluxes.

The response correction in high-frequency suction tubes in closed-path systems
can compensate for faster dampening of fluctuations inside the tubes. This cor-
rection applies to vertical gas flux in closed-path systems. In this system, one must
take into consideration that water vapor flow measurements can be affected by the
internal conditions of the tube in terms of cleanliness and temperature of the walls,
as well as by the temperature and humidity of the air (Moncrieff et al. 1997).

The response corrections in frequency with high-pass filtering aims to com-
pensate for flux losses in the low-frequency range, due to the establishment of
means and removal of linear trends in calculating the instantaneous fluctuations.
These corrections apply to all the fluxes (Burba and Anderson 2010).

The frequency response corrections that result from different response rates among
sensors is needed if, for example, a fast response sensor is coupled to a slower sensor
(Moore 1986). These corrections are usually minor (Burba and Anderson 2010).

The frequency response correction, relative to digital sampling, is intended to
compensate for errors arising from the discrete nature of the sampling carried out in
parameters that, in fact, are continuous. This correction is established for any
frequency below the critical Nyquist frequency (1/2f), assessed in item xi, for
avoiding overlapping frequencies, which makes it impossible to reconstruct a
temporal function into spectra in the high-frequency domain.

Empirical transfer functions, FT, related to the corrections are multiplied by
cospectral or spectral densities, relating to fluxes or variances and form part of the
integral for absolute frequencies as follows:

w0k0mea ¼
Z 1
0
FTðf ÞCwkðf Þdf ð3:203Þ
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and so, the overall combined correction factor for all frequencies, FC(f) becomes

FCðf Þ ¼
R1
0 FTðf ÞCwkðf Þdf
R1
0 Cwkðf ÞFTðf Þdf ð3:204Þ

(ix) The system for measuring fluxes with the eddy covariance method is subjected
to flux losses because of the physical barrier effect from transducers and
supporting structures. However, these towers and lateral arms are typically
aerodynamically thin and so are responsible for little flow distortion (Wyn-
gaard 1988; Wieringa 1980; Aubinet et al. 2000).

The velocity measurement error caused by flow distortion from the transducers and
associated wakes, increases linearly with decreasing angle between the wind
velocity vector direction and the linear path of the ultrasonic anemometer. This
error also adds to the decrease in the ratio dp/a, for dp/a less than 50, where dp is the
linear space between the transducers and a is their diameter. The blocking effect at
the stagnation point that arises from the impact of the streamlines on the sensors
reduces or expands the vertical component w. Flow distortion contaminates the
w component via the crosstalk effect, inducing horizontal components of velocity
into the other two directions.

Wyngaard (1981, 1988) analyzed the effect of the flow distortion by the sensors,
under conditions where the ratio between their size and the height of the mea-
surements is less than 0.1. Under these conditions a flow Ui, before measurement is
unidirectional:

Ui ¼ Ui þ ui ¼ U1 þ u1; u2; u3ð Þ ð3:205Þ
with index, i = 1, 2, 3, and the variables U1, u1, u2, and u3 representing the mean
flow and the turbulent fluctuations, respectively. After distortion due to errors of
attenuation/ amplification and crosstalk, it becomes

Uai ¼ Uai þ uai ¼ Ual þ ual;Ua2 þ ua2;Ua3 þ ua3ð Þ ð3:206Þ

and thus, has two more components for the mean velocity.
The effects of blocking errors (attenuation/amplification) and crosstalk in the

fluctuations of the vertical component measured in the region of flow distortion, can
according to Wyngaard (1988), be expressed as follows:

um3 ¼ ð1þ d33Þu3 þ d31u1 þ d32u2 ð3:207Þ
where dij are the distortion coefficients that cancel out in an area of the flow further
away from the obstacle. The d33 coefficient is the attenuation or amplification via
the blocking effect while the d31 and d32 coefficients represent the effects of
crosstalk.
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For scalar quantities, there is no distortion because of transducers, if the Péclet
number Pe is high. This number is defined by UL/a where U is the flow velocity,
L is the characteristic length, and a is the thermal diffusivity. That is, the effects of
molecular diffusivity during the path time along the sensor are minimal and so the
measured and real values of any scalar, ce and ce

m are equal.
Equation (3.207) can be adapted to calculate the flow of a scalar quantity c:

u3ceð Þm ¼ ð1þ d33Þu3ce þ d31u1ce þ d32u2ce ð3:208Þ

The use of rotation coordinates, discussed above, also helps to attenuate errors
arising from flow distortion. A coordinate rotation that places the mean direction of
the wind velocity vector coincident with u1 will cancel the u2ce term. Equa-
tion (3.208) can then be written as follows:

u3ceð Þm=u3ce
� �

¼ 1þ d33 � u1ceð Þ=u3ce
�
d31 ð3:209Þ

The values for the ratio u1ce=u3ce are described by Wyngaard (1988). These
authors reported that under neutral/stable conditions, the ratio is about −3, and
decreases rapidly to values close to zero under instability.

According to Eq. (3.209), the effect of crosstalk is about –3d31, under conditions
of neutrality/stability and can be more pronounced than the effect of
attenuation/amplification. According to Wyngaard (1988) and Baldocchi (1995), the
error due to crosstalk can be eliminated by maximizing the vertical geometry of the
measurement system, so that distortions are as symmetrical as possible. One way of
improving this symmetry involves placing a vertical extension above the tower.

Transducers in three-dimensional sonic anemometers are set at 120° angles in a
non-orthogonal symmetrical geometry, in which none of the ultrasound linear paths
lie in the horizontal plane and serving to minimize disturbances in airflow. The
effects of transducers and their supporting structure are corrected by anemometer
software. By distributing symmetrically, the measuring system, it is possible to
minimize blocking effects and losses due to stagnation (Wyngaard 1988).

(x) Three important tools for assuring data quality are analysis of stationarity,
analysis of turbulent characteristics using the Monin–Obukhov (M–O)
dynamics similarity (Foken and Wichura 1996; Foken 2017) and data filtering.
The latter is done by assuming that friction velocity u� (Eq. 3.145) is generally
greater than 0.2 ms−1, which will assure enough turbulence to promote vertical
fluxes. Stationarity is needed to study the spatial variability or homogeneity of
turbulent statistics, if Taylor’s turbulent “freezing” holds (discussed in
Sect. 3.3).

The stationarity test (Foken and Wichura 1996) involves calculating fluxes (using
Eqs. 3.169 to 3.172) and divides 30 min data sets into six 5 min intervals. If the
difference between the fluxes obtained for 30 min interval is less than 30% relative
to the average of fluxes for all the 5 min periods, then the data is of high quality and
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displays stationarity. If the difference is between 30 and 50%, then the data set is
considered of acceptable quality. According to these authors, the stationary test is a
prerequisite for data quality.

Monin–Obukhov’s theory of dynamic similarity is a key empirical tool for
studying meteorological parameters and flow in the atmospheric surface layer. This
similarity theory deals with all scalar quantities, variances, and linear correlations
between variables.

Experiments conducted on flat terrain made it possible to confirm Monin–
Obukhov hypothesis (e.g., The Kansas Field Program 1968). According to this
theory, the structure of turbulence in the constant flux layer or surface layer can be
described or parameterized by key variables such as height h, buoyancy g/T,
kinematic tangential tension s/q, and surface temperature flux H/qcp (Kaimal and
Finnigan 1994). According to Monin–Obukhov theory, universal functions for the
stability parameter n (equal to (z-d)/L) can be obtained from various atmospheric
parameters and statistics (gradient, variance, and covariance) when normalized by
the appropriate powers, u�; T�,and q� in which q is the absolute air humidity.

The relationship among the ratios rW=u�; rT=T� and rq=q� can be expressed as
(Lee and Black 2003a):

rW=u� ¼ aW ½�n�1=3 ð3:210Þ

rT=T� ¼ aT ½�n��1=3 ð3:211Þ

rq=q� ¼ aq½�n��1=3 ð3:212Þ

where rw, ru, and rT are the standard deviations of the vertical, longitudinal, and
temperature components, respectively, and n is the stability parameter.

The values for aw, aT, and aq are of the order of 1.9, 0.9, and 1.1, respectively.
Flows can be calculated from the definitions of u�, T� and q�.

A relationship proposed for the dependency of rW=u�, with respect to (z−d)/L,
(Panofsky and Dutton 1984), valid under conditions of instability, is as follows:

rW=u� ¼ 1:25½1� 3n�1=3 ð3:213Þ

Compliance with the dynamic similarity relationships can be checked using the
flow-variance expressions, or integral characteristics (Foken and Wichura 1996;
Foken 2017):

rw
u�

¼ a1 n½ �b1 ð3:214Þ

ru
u�

¼ a1 n½ �b1 ð3:215Þ
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rT
T�

¼ a2 n½ �b2 ð3:216Þ

The empirical constants ai and bi are given in Table 3.1.
The quality of the data is good, with zero score, if the differences between

measured and calculated values of the integral characteristics are not more than
30%.

The friction velocity threshold (typically 0.2 ms−1) can be used to exclude data
from the mean flux if this value is lower, because the turbulence levels are insuf-
ficient to assure a homogenous surface boundary layer and thus the validity of the
measured fluxes. Typically, this threshold is obtained from values of night-time
CO2 fluxes plotted against the friction velocity values on the abscissa. The
threshold is the value above which vertical flows, including respiration (Eq. 3.225)
and Chap. 4 are independent of friction velocity. Friction velocity thresholds of 0.3–
0.4 ms−1 are also common (e.g., Foken 2017).

(xi) The problem of overlapping frequencies arises when the digital sampling rate of
a continuous signal is insufficient to quantify all frequencies of interest present
in the continuous signal. In this case, there is an overlapping of the higher
frequencies over the lower ones. Sampling for analysis of data in digital format
is made at equal intervals and so the sampling range needs to be defined.

If the sampling points are too close, then the information logged will be highly
correlated and excessive, but on the other hand if sampling is too slow, it will be
difficult to reconstruct the time function particularly in the higher frequency
domain. In such cases, the wave function obtained from the sampling points will be
of a lower frequency than the function characterized causing overlap of the sinu-
soids of higher and lower frequency. This overlap is known as aliasing (Fig. 3.14).

The sampling theorem specifies the minimum rate, or the largest interval, nec-
essary for spectral characterization up to a specified frequency, nmax. It is expressed
as follows: a continuous signal which does not contain significant components at
frequencies above nmax hertz may, in principle, be recovered from its sampled
version, if this sampling interval is less than 1/(2nmax) seconds.

Table 3.1 Empirical
constants used in Eqs. (3.214)
to (3.216)

n a1 b1 a2 b2
rw=u� �1[ n 2 1/6

�1\n\� 0:0625 2 1/8

ru=u� �1[ n 2.83 1/6

�1\n\� 0:0625 2.83 1/8

rT=T� �1[ n 1 −1/3

�1\n\� 0:0625 1 −1/4
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The critical frequency for sampling:

fc ¼ 2nmax ð3:217Þ

is the Nyquist frequency. The Nyquist sampling criterion states that two is the
minimum number of samples required per period of the maximum frequency, nmax,
in the continuous signal.

According to Bendat and Piersol (1971), the problem of frequency overlap can
be quantified from the following identity, where t = 1/(2fc):

cosð2pntÞ ¼ cos 2p 2ifc 	 jð Þ 1
2fc

� �
¼ cos

pn
fc

ð3:218Þ

where i is an integer positive index. For any frequency j within the interval 0 �
j � fc, there is an overlap between j and an infinite number of frequencies written in
the general form:

2fc 	 jð Þ; 4fc 	 jð Þ; . . .; 2ifc 	 jð Þ; . . . ð3:219Þ

Solving the problem involves including the respective corrective transfer func-
tion in the product for transfer functions (Moore 1986), and using sampling rates in
keeping with the Nyquist criterion.

(xii) Flux measurements should not be made too close to the top of canopy sur-
faces, in a way that the measured values correspond only to points very close
to the nearest rough elements, being affected by roughness, nor should these
be made too far above, so that the data does not only relate to the canopies,
being also contaminated by advective effects from adjacent surfaces.

x (t)

t

x1 x2 x3 x4 x5 x6

Fig. 3.14 Schematic
illustrating the aliasing
problem (from Bendat and
Piersol 1971)
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The area abridged by measurements with instrumentation in the observation tower,
known as a footprint or fetch length, is upwind. The defining criterion is the direction of
predominant winds, so that the measured fluxes correspond as accurately as possible to
the vertical mass and energy fluxes generated in this area (Fig. 3.15).

Fetch must be considered to determine the best possible location and height of
the measurement tower. As a rule of thumb, the ratio of the fetch and measurement
height should be about 100 (Oke 1992).

The relationship between the measurement heights and the footprint involves a
given height, wind profile velocity, and surface roughness, calculating the pattern of
contributions over the upwind area for the measured fluxes. If F is the flux of a
scalar quantity measured in a horizontal point x, located at coordinate 0 at height z,
the cumulative contribution Fx of a source area extending from the observation
point to the upward distance x > 0, is given by (Schuepp et al. 1990):

Fx ¼ F exp �ðz� dÞuc= u�kxð Þð Þ ð3:220Þ

where k is the von Karman constant equal to 0.41, and uc wind velocity assumed
constant, defined as the mean wind speed between the surface and the observation
height, z.

0
50

Upwind distance (fetch)
100

150

Wind

Fig. 3.15 Area upwind from the observation tower (after Burba and Anderson 2010)
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Given a logarithmic wind profile, the constant velocity uc, is given by

uc ¼ Zz

dþ z0M

uðzÞdz= Zz

dþ z0M

z ¼ u� lnððz� dÞ=z0MÞ � 1þ z0M=ðz� dÞ½ �
k 1� z0M=ðz� dÞ½ � ð3:221Þ

From the cumulative flux at a point (0, z), given by Eq. (3.220), the upwind
contributions from a source located at a distance x, is obtained by differentiation in
abscissa:

ð1=FÞdFx=dx ¼ b ðz� dÞuc= u�kx2
� �� �

Fx=F ð3:222Þ

The abscissa corresponding to the point of maximum contribution xmax, for the
flux, is as follows:

xmax ¼ uc ðz� dÞ
u� 2k

ð3:223Þ

and the corresponding ordinate, or the maximum relative contribution to the total
measured flux is given by

1
F

dFx

dx

� �
max

¼ 4u�k
uðz� dÞ ðexpð�2ÞÞ ð3:224Þ

The models described are valid under conditions of thermal neutrality and
logarithmic profiles. Obstacles and deviations from the logarithmic profile due to
greater surface roughness will tend to increase the effect of sources near the mea-
surement tower.

If other conditions are held constant, increasing measurement height will lead to
an increase in the footprint distance upward from the location(s) of the point(s) of
the maximum contribution, whereas the magnitude of this contribution decreases.
The distance upward (or footprint area) covered by the observation tower increases
substantially with the height of the measurements, as does the area with null
contribution adjacent to the tower. Footprint size increases with the height of
measurements and decreases with surface roughness and thermal stability.

The effect of surface roughness on the footprint ismore significant formeasurements
made at a lower height than for thesemadeat greater heights.Thismarked effect is due to
a greater contribution to fluxes from the area adjacent to the measurement tower. In
practical terms, this means that surface roughness should be considered in selecting the
height of measurements, with respect to the location of the tower and sensors.

Changes in atmospheric stability can increase the footprint by several orders of
magnitude. Under conditions of atmospheric instability, the area encompassed by
the measurements is reduced. The distance from the maximum contribution, xmax, is
reduced by 57% if (z−d/L) is equal to −0.84 (Schuepp et al. 1990). Thus, the flux
data under highly unstable conditions should either be corrected or eliminated
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because much of the flux comes from the perturbed area near the observation tower.
Clearly, the influence of the instability on measurements is greater if measurement
height is lower or if the surface roughness is higher.

(xiii) Gap-filled data sets obtained over 30 min intervals sometimes have missing
data or gaps that require filling. This is often the case with the measurement
of vertical fluxes of carbon dioxide and water vapor. The need for gap
filling may result from problems with the measurement instruments and this
can lead to poor quality data.

Basically, the gap-filling processes can be done by interpolation, whereby the
missing data are calculated from those obtained under the similar micrometeoro-
logical conditions. These conditions relate to the air temperature and relative
humidity, and solar radiation. The gap filling is usually done using appropriate
software. It can be necessary to resort to appropriate time windows of about 7 to 15
days before and after obtaining the means for the missing data fluxes and interpolate
from data corresponding to equivalent values of the microclimate variables. As a
last resort, averaged climate data for the days with missing data can be used. In the
case of carbon dioxide fluxes in plant ecosystems, it will likewise be necessary to
partition fluxes of the carbon budget, which were measured into the gross (pho-
tosynthesis) and respiration.

Basically, the calculations for respiration are made from night-time data (there-
fore no photosynthesis) defined by a criterion in which the radiation is, for example,
less than 20 Wm−2. The algorithm described by Reichstein et al. (2005) for the
calculation of ecosystem respiration is based on non-linear regression as follows:

R Tð Þ ¼ Rref e
E0

1
Tref �T0

� 1
T�T0

� �
ð3:225Þ

where the total respiration R(T) is a function of the air or ground temperature T, of a
reference temperature Tref of 10 ºC and of a regression constant To equal to−46.03 ºC.
Eo is the activation energy and Rref the respiration at the reference temperature. From
the measured night-time carbon budget values, and assuming equality of respiration,
we can estimate the Rref and Tref parameters over successive 10 days intervals. The
values for these parameters at the specified time intervals are stored and used for
calculating the daytime respiration as a function of the air and soil temperature.

An additional correction for systems in the biosphere relates to night-time carbon
storage term, Sc, expressed by an equation as follows:

Sc ¼ P

RT

Zh
0

D c½ �
Dt

dz � P

RT
h c½ �t ð3:226Þ
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where P is the atmospheric pressure, R the constant for ideal gases, T the air
temperature, c½ � the concentration of CO2, h the height of the surface elements (e.g.,
trees) and c½ �t the CO2 concentration at the top of the surface elements. In stable
night periods, the storage and advection terms, in the equations for budgets relative
to vertical flows scalar and vectorial quantities, are not negligible and eventually
cannot be measured with enough accuracy (Foken 2017).

Calculation of fluxes on calm nights, with turbulence attenuated in the surface
boundary layer, is done by applying the friction velocity rule, mentioned above,
with the exclusion of fluxes for the half-hour periods in which the friction velocity
is lower than the 0.2 ms−1 threshold. These fluxes are replaced by gap filling, based
on values of fluxes corresponding to similar meteorological conditions. On calm
nights, with thermal stability, there is static accumulation of carbon dioxide (e.g.,
Eq. 3.226) which is removed when morning turbulence resumes. In this case, the
stored amount of CO2 should be added to the morning vertical flux. If in this
situation the correction by the described friction velocity is applied, then the
night-time flux accumulation would be accounted twice. Thus, friction velocity
correction should be applied only if the stored CO2 overnight is removed by lateral
advection, and thus not detected at sunrise due to the removal.

(xiv) A general process for calculating the vertical carbon fluxes in a typical
biosphere, such as a forested site, thus begins with calculating the mean
covariance over 30 min intervals., followed by rotation of coordinates so that
the component u coincides with the mean local velocity vector, thus nulli-
fying the v and w components, and removal of linear trends. Next, the WPL
correction is applied to account for changes in air density and the Schotanus
correction for the influence of air humidity on sonic temperature and the
correction for overnight storage of CO2.

Data filtering should then be applied for vertical fluxes to eliminate those corre-
sponding to vertical velocities with deviations from zero mean higher than 0.35 m;
the occurrence of high-frequency peaks in the data sets above 1%, occasional
occurrence of undulating/wave phenomena, using the absolute median deviation
around the median described above, and frictional velocities below a threshold of
0.2 ms−1. Data with these characteristics is of bad quality. The data selected by this
filtering is submitted to the stationarity test (item x) assigning ratings of 0, 1, and 2.
If the difference between the mean covariance for 30 min intervals as compared
with 5 min is less than 30% then a 0 rating is applied. In a similar way, if the
difference is between 30% and 50% and more than 50% ratings of 1 and 2,
respectively are applied.

Data submitted to the dynamic similarity test to the vertical wind component
(Table 3.1) are considered of good quality if the differences between the measured
and calculated values for the integral characteristics are not higher than 30%. The
final data classification will be 0, 1, or 2 if stationary test and dynamic similarity test
give a zero result, if one or both give a result of 1 and if at least one result is 2,
respectively.
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According to Mauder and Foken (2004), the value 0 is indicative of good data
quality, which can be used in fundamental research, and 1 is indicative of data that
can be used for long-term observations. A ranking 2 suggests that this data is of
poor quality and should be disregarded. These bad quality data, together with data
removed in the first filtering, should be replaced by gap-filling processes.

An instrumented observation tower of about 30 m in height, located on flat
terrain with homogeneous cover within a radius of several hundred meters,
(Fig. 3.16) should assure the collection of good quality data thereby reducing
problems associated with day or night-time advection.
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4Exchange of Energy and Mass Over
Forest Canopies

Abstract

This chapter aimed to characterize the aerodynamic mass and energy fluxes over
forest canopies. These canopies are rough surfaces wherein flow-gradient
assumptions may not be valid, leading to exponential wind profiles in trunk
spaces and understory, superimposed by logarithmic profiles above the top of
canopies. This leads to airflow regimes wherein canopy stomatal resistance is
dependent on tree physiological factors and of short and long-term phenomena,
in interaction with aerodynamic variables. Forest canopies are also very prone to
intermittent events, such as gusts or ejections, and wake formation in trees
downstream, adding components to the usual kinetic energy equations and
influencing turbulence spectral dynamics and particle transport. The analysis of
drag processes in canopies, in wind tunnel and field, allows also to characterize
phenomena such as tree bending and pulling. The evapotranspiration regime of
these canopies is also coupled with the moisture of soil and atmosphere, in
comparison with lower canopies, with transient flow mechanisms particularly
relevant in trunk and understory spaces. Finally, forest canopies are relevant in
carbon balance dynamics, especially related to the net ecosystem exchange, on a
micro or global scale, and these dynamics reflect the influence of physical and
biological factors in carbon sinking.

4.1 Introduction

The magnitude of atmospheric mass and energy fluxes over forest canopies, for
example, in relation to water loss, soil erosion, or the microclimate, depends on
processes at the level of the biosphere, within the control volume between the
ground surface and the top of the surface boundary layer. The latter is divided, as
referred to in Chap. 2, into the inertial and roughness sublayers.
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Forest canopies are combinations of vegetation of considerable height and rough
surfaces, adjacent to the atmosphere, as compared to lower and smoother vegetable
canopies such as pastures or crops. The physical environment of forest stands is
determined by factors such as the penetration of solar radiation and the extent of
airflow within canopies. The configuration of the canopy dictates the development
of air velocity fields and radiation transmission regimes. Branches absorb the linear
momentum of flow through drag, while simultaneously absorbing and dispersing
solar radiation, minimizing its transmission to lower levels. In this way, the surface
boundary layer and the air layer within the canopy are aerodynamically coupled.

Air circulation regulates the microenvironment and plant growth via the
exchange of carbon dioxide, heat, and water vapor on leaf surfaces and through
diffusion of heat and mass between the area inside the canopy and the air layer
above it. Heat and mass exchanges at the level of the foliage occur by molecular
diffusion coupled with higher exchange resistance at the molecular boundary layers.
Turbulent exchanges of heat and mass occur outside the molecular boundary layer,
adjacent to the foliage surfaces.

Airflow also induces direct mechanical action on plants and other obstacles as
well as dispersion of particles, microorganisms, fungal spores, and pollen released
by plants (Shaw 1995). The forces exerted may be enough to damage branches and
trunks or even uproot trees. Such processes are mainly due to intermittent turbulent
phenomena. The dispersion rate of bacterial or fungal diseases is also dependent on
the velocity of the wind fields, like wise determined by the vegetative configuration.

The Penman–Monteith equation , based on the big-leaf principle and the Bowen
ratio , can be used to quantify vertical fluxes of mass and energy in forests, as an
aerodynamic and turbulent covariance method (Jarvis and McNoughton 1986;
Kelliher et al. 1990). The Penman–Monteith equation quantifies vertical flux of
water vapor and patterns of the evapotranspiration regime. This equation includes
aerodynamic and canopy resistance, which relate to the canopy physiology and
configuration. Characterization of flow within forest canopies, also addresses topics
such as parameterization of the rough sublayer and the interaction between carbon
and water vapor fluxes, which are of great importance, e.g., in the Mediterranean
region.

4.2 Aerodynamic Characterization and Stability
in the Rough Sublayer

The roughness sublayer (Fig. 2.1) is in the atmospheric zone, adjacent to the
canopy surface including the understory, where the dynamics of circulation are
influenced by the spacing between the elements with the development of circulation
wakes downwind.

In the canopy roughness sublayer, the main flux-gradients principles are not
normally followed, because anomalous phenomena occur. These run in the opposite
direction to the gradients and are mainly due to the influence of coherent,
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intermittent processes for turbulent transport in this sublayer (Kaimal and Finnigan
1994). The occurrence of these counter-gradients causes a cyclical variation in the
energy from sensible and latent heat stored in the air within the canopy. Under the
counter-gradient process, air parcels from the trunk space penetrate through the
crown into the atmosphere or a gust can enter the atmosphere (Foken 2017). The
cycle begins with a calm period when the atmosphere of the rough sublayer
accumulates substantial amounts of sensible and latent heat as well as carbon
dioxide (Denmead and Bradley 1985). Turbulent eddies then form, and the warmer
atmosphere is replaced with cooler, drier air with lower carbon content. This pro-
cess lasts for about 30 s, after which the air is heated and humidified until the
occurrence of another discrete phenomenon.

In a forest stand the maximum air temperature happens in the upper crown at
around 1–2 pm. Below the crown, the daytime temperatures are lower. During the
daytime unstable stratification above the canopy prevails. At night time, the min-
imum temperature associated with radiative cooling occurs at the top crown level.
The minimum temperature in the forest ground occurs a bit later due to the
downward flow of cool air from the crown tops. During night time, stable strati-
fication above forest stands is common (Foken 2017).

Mean velocity and instantaneous fluctuations are strongly attenuated within the
canopies. The mean flow profile is exponential under the canopy, in contrast with
the logarithmic profile above it (Fig. 4.2). A second velocity maximum occurs at
the lower level where the space among trunks is more open than within the crowns.

Airflow exerts drag forces on natural or modified terrain surfaces and bodies. In
agroforests surfaces, drag is caused by the canopy and is imparted by its elements
onto the velocity field. This drag is made up of skin friction and form drag forces
(Shaw 1995). The latter, above the canopy, where momentum absorption takes
place, are stronger under turbulent flow conditions. Over and within agroforest
canopies, examples of a wide range of existing individual and grouped elements
include foliage, trees, crops, forest stands, or even water streams.

Those objects present irregular boundaries of retarded air, forming cascades of
eddies in leeward surfaces. The drag on leaves can be measured in a wind tunnel
under a steady and controlled airflow, e.g., with leaf metallic replicas, allowing to
evaluate how the drag coefficient varies with wind speed and direction. The drag on
real leaves increases due to the influence of cuticles and hair, insofar that for
aluminum specimens, covered with real leaves, that increase was of about 20% at
wind velocities of 1.5 ms−1 and 50% at 0.5 ms–1, due to higher relevance of skin
friction at lower wind speeds.

Wind tunnel studies are theoretically restricted to laminar flow, which is usually
common under these experimental conditions, while in natural conditions turbulent
flow prevails with associated increases in momentum transfer, especially if the
vegetal elements are shaken by airflow. In this context, Monteith and Unsworth
(2013), referred that in real turbulent conditions aerodynamic resistances to
momentum transfer are downgraded by an order of magnitude as much as 1.5.
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Leaves in real vegetal canopies are seldom isolated and thus the drag coefficient
of foliage will depend on a set of factors including foliage density and wind speed.
In agroforest canopies, most leaves, branches, and needles are exposed to turbulent
flows in the interacting wakes of windward elements, insofar that a shelter effect,
defined as the ratio between ratios of real drag coefficients was proposed and the
coefficient measured for isolated elements. Values representative of shelter coeffi-
cients ranges from 1.2 to 1.5 for shoots of apple trees to 3.5 for pine forests
(Monteith and Unsworth 2013).

Drag coefficients of leaf specimens and aerodynamic resistance to momentum
transfer can be obtained from shear stress, derived, e.g. from energy obtained from
velocity values and fluctuations according to calculations described in Chaps. 2 and
3, and Annex 2. Results from tunnel experiments described in Monteith and
Unsworth (2013) showed that when leaves were oriented in the direction of the
airstream the drag is minimal due mainly to skin friction . If the airstream forces are
exerted over concave or convex surfaces, form drag will be much higher than skin
friction. In this case, a representative equation of combination of form drag and skin
friction will be the following:

cd ¼ cf þ nU�0:5 ð4:1Þ

where cd is the total drag coefficient which can be envisaged as the sum of a form
drag component cf with a term representative of a frictional component nU−0.5 with
n being a constant. The dimensionless form drag coefficient cd is isotropic. The
tangential stresses near the canopy top, are necessary for the concentration of
kinetic energy, and allow for high-intensity turbulent regimes within the canopy.

From wind tunnel laboratory results that drag force F on individual trees can be
related to wind speed as follows:

F ¼ 0:5cdqU
2h2 ð4:2Þ

where h is the tree height, cd the drag coefficient, and U the average wind speed to
which an individual tree is exposed. In Eq. (4.2), estimating the drag applied to
trees, the biometrical variable is height instead of the perpendicular area to wind
flow as it is commonly used with other elements. A specific empirical estimation of
drag with British grown Sitka spruce (Picea sitchensis) reflecting the effect of
streamlines was the following:

cd ¼ a
M

h3

� �0:67
exp �bU2

� � ð4:3Þ

where M is the branch mass (kg), U the average wind speed (ms−1), and a and b are
constants with values 0.71 and 9.8 � 10–4, respectively. Applying Eq. 4.3 to
experimental results it was shown that for trees with 15 m height and a mass branch
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of 50 kg, the drag coefficient is reduced by half when wind velocity increased from
1 to 27 ms−1. Monteith and Unsworth (2013) cited experimental results showing
that, for conifer trees exposed to a wind tunnel, the relation between drag force and
windspeed was affected by the increase of streamlining by individual leaves and
whole branches, reflecting a decrease in the effective cross section of the crowns. In
the same way, the effects of higher streamlining in small trees and in the top of large
trees were reflected in a lower increase rate of drag with air velocity, by comparison
with rigid objects.

The elements within the canopy are also sources of small-scale horizontal tur-
bulence, due to wakes formed downwind, not directly exposed to flow. Indepen-
dently of turbulence and of the shelter effects, the influence of wind speed on drag
is very complex, because of interactions of aerodynamic forces on leaf elements and
resistant elastic forces. With increasing air velocity, leaf elements are shaken with
the formation of elastic forces and an increase of momentum transfer. So, drag
arises due to a lack of equilibrium between aerodynamic and these elastic forces.

In field conditions, the drag caused by the complex airflow velocity field causes
turning moments and forces acting in the bottom of stems, pulling the plants. In
these plants, rotation moments are thereafter formed by the mass and soil attached
to root systems. The forces generated by wind fields are opposed by resistance
tensions in root systems and by soil shear resistance. In canopies, energy dissipation
mechanisms and interference among adjacent plants can damp mechanical oscil-
lations. Plants will fail when the resulting bending moment , in the bottom zone of
contact of stems with soil surfaces, overwhelms the strong resistance of stems and
soil root systems (Monteith and Unsworth 2013). Individual plant failure to drag
forces develops as the stem bow or root system rotates and is pulled out from the
soil.

As trees develop, they gradually adjust to dominant airflows by building a root,
stem, and branch systems that can withstand wind forces along their lifetimes. The
likelihood of stem buckling is higher under conditions such as weakening of lower
parts of the plant system by diseases, decreasing soil shearing strength close to roots
by water accumulation; weakening of higher parts of plants by excessive water
interception or excessive nitrogen fertilization. Isolated trees, due, e.g., to har-
vesting or mortality, are also less resistant to external forces. Practices aiming to
reduce stem lengths, and thus bow tendencies, can be handicapped by greater force
transmission to roots, which can result in higher root lodging. Results with wheat,
reported in Ennos (1991), and cited by Monteith and Unsworth (2013), showed that
the pulling resistance of stems was 30% higher than that of root systems, insofar
that the latter would collapse firstly. In a tunnel laboratory, this author found that
the moment stresses needed to brake stems was around 0.2 Nm. The axial pulling
resistance of roots was found to change with distinct soil shear strengths.

In rice plants, Tani (1963) found that in laboratory wind tunnel plant stems
broke under moment forces of around 0.2 Nm, which were higher by a fourfold
order of magnitude than the equivalent rotational forces recorded on the field. This
difference in rotary moments was attributed to factors such as: (i) the much larger
forces exerted in the field under strong turbulent gust events when the instantaneous

4.2 Aerodynamic Characterization and Stability in the Rough Sublayer 109



wind speed can be larger than the average by threefold; (ii) the resonance between
the natural period of oscillation of plants and the dominant period of turbulent
eddies over the canopy and eventual diseases in plants grown in the field. The
collapse of rice plants in the field due to drag forces was shown to occur when
plants achieved 0.84 m height and windspeed exceeded 20 ms−1.

Results of wind tunnel simulations with tree canopies showed that the mean drag
on sheltered tree specimens was only about 6–8% of that of isolated specimens
subjected to airflow. This result was interpreted as consequent to the exponential
decay of wind speed from the top to the bottom in specimen canopies, with change
the air velocity field, by comparison with a uniform air velocity which remains
almost unchanged with exposure to individual specimens.

Foken (2008) suggests typical values for roughness height for sublayer, Z�, over
the canopy top of about two or three times the tree height. Fazu and Schwerdtfeger
(1989), report that the interface, z�, between the roughness and inertial sublayers, is
about 50–100 times the height of the momentum roughness length, z0M , where
z� ¼ Z� � d. Garratt (1980) gives experimental values for the ratio z�H=z0, of the
order of 100 for the temperature profile and 35 and 150 for the velocity profile for
dense and less dense tree canopies, respectively. For z0M values of the order of 5–
10% of the height of the canopy, h, this author suggested that for dense canopies the
z�M=z0 ratio can be about 10. Monteith and Unsworth (1991) suggest a z� of about
10 z0, considering z0 of the order of 0.1 h. Mihailovic et al. (1999) report that in tree
canopies, the length of the roughness sublayer ranges from dþ 10z0M to hþ 20z0M .
They reported that with z0M of the order of 0.1 h, the height of the rough sublayer
will vary one- or twofold with the canopy height.

Cellier and Brunet (1992) suggest the following expressions, corrected for
dimensionless gradients (Eqs. 2.37 and 2.38, in Chap. 2):

dðuÞ
dðzÞ

kðz� dÞ
u�

¼ /�
M n;

z� d

Z� � d

� �� �
� uM nð Þu�

M

z� d

Z� � d

� �
ð4:4Þ

d Tð Þ
d zð Þ

k z� dð Þ
T�

¼ /�H n;
z� d

Z� � d

� �� �
� /H nð Þ/�

M

z� d

Z� � d

� �
ð4:5Þ

in which /�
M is given by Garrat (1994):

/�
M

z� d

z� � d

� �
¼ exp 0:7 1� z� d

Z�

� �� �
ð4:6Þ

where /M and /H are functions given by Eqs. (2.52) and (2.53) in Chap. 2.
Potential temperature profiles (Fig. 4.1) within the canopy indicate that thermal

stability within the atmosphere varies significantly in the vertical direction (Kaimal
and Finnigan 1994). During the day, in the lower inner zone, the Richardson
gradient number, Rig (Eq. 2.45) is positive, indicating stability and the Richardson
flux number Rif (Eq. 2.46) is negative, indicating instability. This situation is due to
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intermittent incursions of large eddies, which cause a positive heat flux (negative
Rif) interrupted by longer periods of thermal stability (positive Rig).

In hardwood stands in temperate zones, the intermittent low-frequency phe-
nomena, that last about 25 s, can increase pressure by about 2.5 Pa (Shaw et al.
1990). During transitional periods of instability, periodic waves tend to form in a
similar way to the flow over isolated hills (Chap. 5) with a natural frequency of the
order of Brunt–Väisälä, NBV, given by the expression:

NBV ¼ g

h

@h
@z

� �0:5

ð4:7Þ

At night, trunk spaces are unstable, while the upper levels are thermally stable
with little turbulence, as shown in Fig. 4.1 (Kaimal and Finnigan 1994). This leads
to the formation of dew at the top of the crown due to radiative cooling, while the
environment surrounding the trunks is dry because of turbulent mixing. At higher
levels corresponding to d height (Chap. 2) where fluxes vary according to the
gradient direction, the Rif parameter can be used to characterize thermal stability.

4.3 Turbulent Transport of Kinetic Energy

Turbulent flow in plant environments is associated with processes governing
momentum, heat, and mass exchanges between the atmosphere and forest canopies
(Raupach and Thom 1981). These exchange processes regulate microclimate in
canopies and have a special impact on carbon dioxide and water vapor fluxes,
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Fig. 4.1 Typical profiles within and above the forest canopy in day and night-time conditions for
a potential temperature, and b sensible heat, (hc = canopy height) (after Kaimal and Finnigan
1994)
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linked to photosynthesis and evapotranspiration. The impact of this dynamic is very
strong in issues related, e.g., with agroforestry, carbon and nitrogen cycles, or
climate change, justifying the continuous development of efforts in research and
knowledge applications.

Over forest canopies, as opposed to low vegetation, turbulent transport is mainly
caused by instantaneous short-lived high-intensity phenomena (seconds to min-
utes). These are driven by large eddies, called coherent structures , which are
independent of the mean profiles. Such phenomena have a ramp or saw tooth
configurations and display some regularity over space and time.

These phenomena are designated as ascending or descending interactions,
ejections, and gusts. The predominant downward vertical transport of linear
momentum is mainly carried out by the ejection phenomena (u’ < 0 and w’ > 0)
and gusts (u’ > 0 and w’ < 0). Upward vertical transport is less representative and
mainly due to fast interactions.

Lee and Black’s (1993a) work on temperate coniferous forests indicated that
ejections and gusts accounted for 72% of the phenomena. Moreover, more than
half of the vertical flux momentum occurred during only 9.6% of the total mea-
surement time. In softwood stands , Green et al. (1995) reported that 40% of the
total vertical–horizontal transfer of horizontal momentum took place during less
than 10% of the time measurements. For a softwood stand, Denmead and Bradley
(1985) indicated that the largest part of turbulent transport of heat and mass was due
to descending eddies from a height comparable to that of the trees, with an average
duration of 30 s, transporting cold, dry air that penetrated the canopy at 3 min
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intervals. Another indicator of the high regularity of intermittent phenomena over
canopies is the correlation between the vertical and horizontal velocities:

Ruw ¼ u0w0=rurw ð4:8Þ

so that at the interface between the canopy and the adjacent atmosphere is of the
order of −0.5, significantly greater than the typical value for a flat surface, −0.3, or
at a point located well above the interface (Shaw 1995).

Rapid turbulent phenomena will promote air exchange at different temperatures,
regulating the energy exchanges within the canopy. The retardatory effect of the
airflow is more intense in zones with higher canopy biomass, whereas areas with
lower biomass density will have a secondary wind speed maximum (Fig. 4.2). This
velocity profile will affect vertical exchanges within the canopy.

Figure 4.3 shows vertical wind velocity profiles for forest canopy modeled in
wind tunnel , for pine in two locations (Bordeaux and Uriarra) and for eucalypt
(Moga).

The intensity of turbulence iui, defined by the ratio between the standard devi-
ation of velocity fluctuations and the mean horizontal velocity (Eq. 3.13), is related
to kinetic energy and is used to quantify levels of fluctuations related to the mean
flow. The turbulence intensity increases with the density of the canopy (Raupach
and Thom 1981).

Similarly, Shaw et al. (1988) reported that in a hardwood forest (Camp Borden,
Canada) turbulence intensity in the atmospheric layer above the canopies, decreased
with a lower leaf area index and was higher under conditions of thermal instability.
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These authors indicate turbulent intensity values from 0.2 to 0.45 for hardwood
stands within the limits (iu < 0.5) using Taylor's hypothesis (turbulent freezing) for
measurements at a single point. The turbulent intensities are ordered as follows:

iw \ iv \ iu ð4:9Þ

The turbulent kinetic energy budget in the forest roughness sublayer requires
terms in relation to the formation of turbulent wakes downwind from the surface
elements. This turbulence associated with the development of wakes can be sig-
nificant, about twice the magnitude of turbulence from tangential interaction with
the mean velocity field (Raupach and Shaw 1982).

Coppin et al. (1986) consider that wake turbulence production, Pw, within
canopies, can be quantified as

Pw ¼ u
@ u0w0� �

@z

* +
ð4:10Þ

wherein angle brackets represent the horizontal average operator. This equation is
obtained from spatial averaging of the turbulent kinetic energy (Eqs. 3.88 and 3.89)
and accounts to produce turbulent kinetic energy (TKE) from the mean kinetic
energy (MKE). The energy converted by wake production from MKE to TKE is
equally done on the work done on the mean flow by canopy elements producing
form drag (Raupach and Thom 1981).

Leclerc et al. (1990), based on results from the hardwood canopy atmospheric
surface layer at Camp Borden, Canada, suggest that conditions of thermal stability
are more conducive to kinetic energy development resulting from wake turbulence
(Eq. 4.10). The wake turbulence corresponds to eddies with a maximum length
scale that must be smaller than those relative to momentum transport. Thus, the
absorption of momentum by aerodynamic drag on the foliage is linked to an
accelerated rate of viscous dissipation of turbulent kinetic energy (Baldocchi and
Mayers 1988). The wake effect induced by forest canopies draws kinetic energy
from average mean flow and to large intermittent descending eddies (Raupach and
Thom 1981).

Data from Leclerc et al. (1990) are presented in Fig. 4.4 that show the effect of
conditions of instability and thermal neutrality in the terms for the kinetic energy
budget equation (Eq. 3.89):
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According to these authors, term III for buoyancy production is more important
under unstable conditions, in which case it is of the same order of magnitude as
term VI for mechanical kinetic energy production. Term VI is positive resulting
from the negative sign for downward vertical momentum flux, u01u

0
3. Under con-

ditions of instability and thermal neutrality, the turbulent kinetic energy flux over
the canopy rises in the air layer above the canopy.

Figure 4.4 shows the importance of the negative residual component of the
kinetic energy budget. This component is defined as the sum of the terms V for
transport via pressure and VII for viscous dissipation. The relevance of wake fine
turbulence within the canopy is shown in Fig. 4.4 for unstable and neutral condi-
tions. This calculation on wake turbulence was carried out by temporal average.

4.4 Evaluation of the Vertical Flows of Heat and Mass
Using the Bowen Ratio Method

The Bowen ratio for measurement of vertical heat and mass fluxes is derived from
the energy budget of the surface. This budget, expressing the average fluxes per unit
area, in simplified form, can be summarized as (Monteith and Unsworth 1991)
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Fig. 4.4 Vertical profiles of dimensionless kinetic energy budget under conditions of thermal
instability and neutrality (O mechanical production; D buoyancy production; ♦ turbulent transport;
– wake production; • residual term) (after Leclerc et al. 1990)
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Rn � G ¼ Hþ LE ð4:11Þ

where Rn is the radiative budget components of small and large wavelength, G the
heat flux in soil, H the sensible heat flux, and latent heat flux, LE. The Bowen ratio,
b, is defined by

b ¼ H

LE
¼ q cpDT

q LDq
ð4:12Þ

where L is the latent heat of water vaporization, and q the specific humidity (water
vapor mass per unit mass of humid air) given by

q ¼ v
q
¼ Mwe

RT
=q ð4:13Þ

where T and v are the temperature and absolute air humidity (mass of water vapor
per unit volume of humid air), R is the constant for ideal gases, and q the density of
humid air. Considering that this density is the weighted sum of the density of its
components, we have

q ¼ MweþMAðp� eÞð Þ=RT ð4:14Þ

where p is the total air pressure, and e the partial pressure of water vapor in humid
air, Eq. (4.13) can be written as

q ¼ v
q
¼ Mwe

MweþMAðp� eÞ ð4:15Þ

where e = 0.622 is the molecular ratio between the molecular weight of water vapor
Mw and of air Ma

Dq ¼ Dv
q

¼ eDe
e eþðp� eÞ �

eD e

p
ð4:16Þ

Equation (4.12) can be written

b ¼ cpDT
LDq

¼ pcpDT
LeDe

¼ c
DT
De

ð4:17Þ
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where c is the psychometric constant (equal to cpp/Le) and the ratio (@T=@eÞ is
obtained from temperature and vapor pressure data at various levels. The latent heat
flux, LE, can then be calculated from Eq. (4.18) as follows:

LE ¼ Rn � Gð Þ
1þ b

ð4:18Þ

and for sensible heat H:

H ¼ b
Rn � G

1þ b
ð4:19Þ

it can be demonstrated that the flux for any gas, Fc, such as carbon dioxide is given
(Monteith and Unsworth 1991) by

Fc ¼ Rn � G

@C=@Te
=qcp ð4:20Þ

where Te is the equivalent temperature, defined as

Te ¼ T þðe=cÞ ð4:21Þ

that represents the temperature of a volume of air after adiabatic condensation,
without heat loss, of the total of water vapor contained in the air, initially saturated
(Annex A2).

Equations (4.18)–(4.20) indicate that to calculate the latent, sensible heat, and
gas fluxes, it is necessary to have measurements or estimates of the net radiation,
heat flux in soil, temperature data, vapor pressure, and gas concentration at various
levels. The values of means over 30 min periods for the various parameters are
adequate.

The Bowen ratio method assumes steady-state conditions for the radiative field
and wind velocity as well as conditions of steady vertical flux. This method is not
constrained by stability conditions, as it only requires similarity between KH and
KV and not with KM (Oke 1992; Monteith and Unsworth 2013). The Bowen ratio
method does not require correction factors, when Rn � Gð Þ tends to zero, for
example, at night or under conditions where net radiation is low. Typical values for
the Bowen ratio are 0.1 for tropical oceans, 0.1–0.3 for tropical forests, 0.4–0.8 for
temperate forests and pastures, 2–6 for semi-arid areas, and more than 10 for the
deserts (Oke 1992). In Portugal, Bowen ratio values for cork oak woodlands ,
grown under the Mediterranean climate and measured in summer, were about 2.4
(Rodrigues 2002).
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4.5 Evaluation of Evapotranspiration and Energy
Coupling Using the “Big-Leaf” Approach

An alternative way to calculate the latent heat is to use the Penman–Monteith
equation . This equation introduces a parameter, rc, describing canopy resistance . It
assumes that the canopy behaves as a thin layer of vegetation, like a big leaf, with
the physiological properties of amphistomatous (with stomata on both sides) leaf,
and the stomatal resistance is like that of the canopy. The stomata and canopy
resistance parameters, rc, have similar roles in the water vapor transfer processes
over crops and leaves. The latent heat flux is then given by

LE ¼ D Rn � Gð Þþ qcp esðTðzÞÞ � eðzÞf g=raM
Dþðcðrc þ raMÞ=raMÞ ð4:22Þ

The D parameter corresponds to the rate of change of saturated vapor pressure,
es, at air temperature, T. For air temperatures below 40 ºC, the rate is as follows:

D ¼ LMwesðTÞ= RT2
� � ð4:23Þ

According to Tan and Black (1976), canopy resistance is a function of stomatal
resistance, leaf area index, and resistance to water vapor diffusion through the air
volume of crowns. Some representative values for rc (s/m) are zero in water, 70 in
low grasses, 50 in agricultural crops, and 80–150 in forests (Oke 1992). The
Amazonian forest resistance values ranging between 100 and 1000 s/m were sug-
gested by Shuttleworth et al. (1984). In temperate coniferous forests, Stewart and
Thom (1973) and Lee and Black (1993b) reported rc, values ranging between 100
and 400 s/m, and between 150 and 450 s/m, respectively. In Portuguese Cork Oak
Woodland, measured values were about 320 s/m (Rodrigues 2002).

Equation (4.22) considers canopy as a big leaf allowing the calculation of
turbulent flux of latent heat, by combining the surface energy budget with the mass
flow equation using resistance parameters, in analogy with the electrical circuit
concept. Among the weaknesses of the Penman–Monteith equation is (Baldocchi
1994): (i) use of canopy resistance concept, which is dependent on various indi-
vidual factors and (ii) difficulty in characterizing sparse canopies as it assumes
horizontally homogeneous surfaces.

To analyze the available energy contributions, atmospheric moisture deficit and
canopy resistance as inputs for the evapotranspiration process, Jarvis and
McNoughton (1986) reformulated Eq. (4.22) as follows:

LE ¼ X
D Rn � Gð Þ

Dþ c
þ 1� Xð Þ L esðTðzÞÞ � eðzÞf g

Ra þRc þRb
ð4:24Þ

where the terms X and Rb correspond to the decoupling coefficient and the laminar
resistance, respectively, at the level of the leaf surfaces.
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Equation (4.24) introduces the concepts of equilibrium evapotranspiration LEeq,
imposed evapotranspiration LEi, and decoupling coefficient X. Equilibrium
evapotranspiration, LEeq, is defined as

LEeq ¼ D
Dþ c

ðRn � GÞ ð4:25Þ

The potential evapotranspiration condition LEpot, relates to the maximum
evaporation, in the extreme case of a uniformly humid surface, which may be free
water or vegetation with high water availability. With the gradual saturation of the
atmosphere adjacent to the surface vapor pressure deficit and evaporation will
decrease reaching the equilibrium evaporation. The equilibrium evaporation is,
therefore, an extreme situation corresponding to the rate of free evaporation on a
surface, after saturation of the adjacent atmosphere (Cunha 1977).

Equation (4.25) corresponds to the first term of the right side of Eq. (4.24) when
X = 1. The term XLEeq is the evapotranspiration rate that would occur if the energy
balance of a surface was determined by the diabatic radiative term of the Penman–
Monteith equation , in the absence of any relationship to the atmospheric condi-
tions. However, the D parameter in the equation, related to air temperature, imparts
some dependency of LEeq on the atmosphere.

The Priestley–Taylor equation relates to the potential and equilibrium evapo-
rations as follows (Vogt and Jaeger 1990)

LEpot ¼ 1:26LEeq ð4:26Þ

showing that the evaporation potential is greater than the equilibrium evaporation.
The proportionality constant in Eq. (4.26) depends on how the boundary layer
height evolves throughout the day (Chap. 1), and how to air dry is transported in
this layer by downward movements of air masses, trapped by the top inversion
layer.

The vertical flux of water vapor is about 24–36% of LEeq (Balddochi et al. 1997)
for forest canopy under dry conditions. Homogeneous forest canopies, with closed
covers and large water availability, can transpire at a rate of 1.26 times the equi-
librium evapotranspiration .

A further quantity (1 − X)LEi, the imposed evaporation, representing the second
term on the right side of Eq. (4.24), relates to the evaporation rate that would occur
if the energy budget of a surface was dominated by an adiabatic term. This term
increases with the value of qcp (es(T(z)-e(z))/ra, integrating the right-side numerator
of Eq. (4.24), when the value of ra is very low in strong winds and rough forest
canopies.

An electrical analogy can be applied to the second term on the right side of
Eq. (4.24), where the vapor pressure deficit is the potential difference, and the
electrical resistance is the sum of the different resistances to vapor diffusion.

The decoupling factor X, which is the separating factor in Eq. (4.24) between
the balance and imposed evaporation, is defined as
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X ¼ ðD=cþ 1Þ=ðD=cþ 1þðrc=raÞÞ ð4:27Þ

Equation (4.27) shows the preponderant role of canopy resistance in deter-
mining X, for forest-type canopies, characterized by high rc and low ra values.

The X factor is associated with the analysis of the relative change of canopy
resistance with the relative variation of water vapor flux (Jarvis and McNoughton
1986). This factor is about one in smooth and well-watered surfaces, with evapo-
transpiration rates of about LEeq. The X factor has a value close to zero for surfaces
with greater aerodynamic roughness, where the evapotranspiration rates are coupled
to the atmospheric vapor pressure deficit.

Typical values for X are 0.1 and 0.2 for forests (strong coupling) and 0.8 and 0.9
for lower canopies (Monteith and Unsworth 1991). In the absence of precipitation
and surface dryness, the lower canopies with higher aerodynamic resistance are
weakly coupled to atmospheric dynamics. Thus, the respective evaporation regimes
will be more dependent on either available energy or net radiation, rather than the
vapor pressure deficit. In contrast, high canopies are strongly coupled to thick
atmospheric layers, so that the latent heat flux will be more closely associated with
changes in atmospheric vapor pressure deficit.

The mean annual X, obtained by the inverse Penman–Monteith equation for
eucalypt stands in Portugal, was about 0.26 to 0.11. These values obtained between
2004 and 2005 correspond to conditions of extreme drought when there was about a
50% reduction in precipitation relative to the long-term average of 709 mm
(Rodrigues et al. 2011). Initially, in 2004, the evapotranspiration of about 723 mm
was more dependent on net radiation, whereas, during the second phase in 2005, the
evapotranspiration decreased dramatically to 392 mm due to stronger stomatal
control, under conditions of extreme water stress, and imposed evapotranspiration .
Values for the decoupling factor were about 0.18 for cork oak stands in Portugal
(Rodrigues 2002).

If Ec and Ef are the evapotranspiration for the lower canopy and forest, and Tcand
T are the temperatures of the canopy and the air, the evapotranspiration regimes of
the two cover types can be given by the following simplified equations (Oke 1992):

Ec ¼ es Tcð Þ � e Tð Þð Þ= rc þ rað Þ ð4:28Þ

Ef ¼ es Tcð Þ � e Tð Þð Þ= rc þ rað Þ � es Tð Þ � e Tð Þð Þ=rc ð4:29Þ

In Eq. (4.29), the term for aerodynamic resistance is negligible and the
assumption is made that the leaves are small and with rough surfaces, so that Tc � T.

During active daytime transpiration, the surface temperature of lower canopies is
higher than the air temperature, thus the numerator of Eq. (4.28) will be greater than
that of Eq. (4.29). Moreover, the total resistance of lower canopies is smaller than
that of the forest canopies with higher canopy resistance, rc, (Oke 1992). Thus, the
denominator of Eq. (4.28) is lower than for Eq. (4.29) and under dry conditions,
Ec > Ef. Equation (4.28) shows that the evaporative potential of the lower canopies
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depends on canopy temperature which is a function of the absorbed solar radiation.
Equation (4.29) couples the evaporative potential of forest canopies to the air
temperature and atmospheric vapor pressure deficit. Higher roughness of forest
canopies implies that the direct flux of latent heat is controlled primarily by
physiological factors and air humidity.

The equilibrium evapotranspiration rates also depend on flow intensity in the
boundary layer adjacent to the forest canopy. The soil–plant–atmosphere dynamics
over canopies are disturbed by intermittent turbulent phenomena, but the intervals
between these phenomena are not long enough to affect equilibrium evapotran-
spiration rates (Kelliher et al. 1990).

The stomatal resistance increases and according to Eq. (4.27), X decreases
because of water deficiency in soil (Monteith and Unsworth 2013; Balddochi et al.
1997). Water equilibrium is regulated by stomatal activity, through mechanisms
such as the release of abscisic acid from roots, which promote stomata closure
(Balddochi et al. 1997). The soil water content will depend on soil texture and
capacity to retain or release water, and the possibilities for roots to tap deep into the
soil. Stewart and de Bruin (1985) describe the importance of soil moisture in the
dynamics of canopy resistance in a pine forest shown in Figs. 4.5 and 4.6.

The leaf area index is another important factor regulating canopy resistance and
transpiration processes. Blanken et al. (1997) report major changes in the coupling
coefficient in a boreal forest between the periods before and after foliage formation.
Before leaf formation, the coupling coefficient X was 0.08, which according to
Eq. (4.27), indicates high canopy resistance and low aerodynamic resistance.
These factors are representative of strong coupling between the rough canopy and
the surface layer. Following foliage growth, the coupling coefficient X was 0.31,
that is, lower coupling to the surface layer because of an aerodynamically smoother
leaf layer with a higher ra value.
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Fig. 4.5 Variation of canopy
resistance as a function of
solar radiation in a pine forest
ecosystem with different soils
(• wet soils, o dry soils) (after
Stewart and de Bruin 1985)
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Baldocchi and Meyers (1991) mentioned that the dominant timescale for tur-
bulent fluxes in a moderately open deciduous forest canopy ranged between 200
and 300 s corresponding to an eddy frequency under which large-scale vortices
swept into the trunk space from above, inducing an ejection of air from the canopy.
During the quiescent transitory periods between events, air humidity, and respired
carbon dioxide accumulated inside the canopy atmosphere, insofar that it could be
considered that evaporation from forest soil/litter surfaces and understory, was a
non-steady-state process quasi-close coupled with the above canopy saturation
deficit.

The following equation interprets how soil moisture evapotranspiration from
soil/litter surfaces in forest understory, during quiescent periods, influence satura-
tion deficit D(t) decreases with time:

dD tð Þ
dt

¼ D Rn � Gð Þ � Dþ cð ÞLE tð Þ
qhcp

ð4:30Þ

with h being the height of control volume for evapotranspiration calculation.
Equation (4.30) allows by differentiation obtaining the time variation of evapo-
transpiration in the understory (Monteith and Unsworth 2013):

LE tð Þ ¼ LE 0ð Þexp � t

s

� 	
þ D

Dþ c
Rn � Gð Þ 1� exp

�t

s

� 	h i
ð4:31Þ

being LE (0) the latent heat at the beginning of the transitory period when the
saturation deficit in the understory strata is equal to that of the air above the
canopy. From Eq. (4.25) defining equilibrium evapotranspiration , Eq. (4.31) can
be written as
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Fig. 4.6 Variation of canopy
resistance as a function of the
specific humidity deficit in a
pine forest ecosystem with
different soils (• wet soils, o
dry soils) (after Stewart and
de Bruin 1985)
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LE tð Þ ¼ LE 0ð Þexp � t

s

� 	
þ LEeq 1� expð�t

s
Þ

h i
LE ð4:32Þ

With the time constant s (Eq. A1.3) expressed by

s ¼ rah
Dþ c 1þ rg

raV

� 	
Dþ c

ð4:33Þ

with rg and raV being the soil surface resistance and the boundary layer resistance
for water transfer from the soil surface to the top of canopy understory strata ,
respectively.

From Eq. (4.32), it can be concluded that the evaporation rate in the canopy
understory strata is dependent on the saturation deficit of the air above the canopies
tending to equilibrium evapotranspiration when instant t is much higher than the
time constant s. The values of boundary layer resistance for water transfer, raV,
range between 50 and 100 sm−1. The values of soil surface resistance, rg, are about
0 for wet soils and range between 500 and 3000 sm−1 for dry soils.

Equation (4.30) shows that for dry soils surface resistances and time constants
are higher, the latter ranging between 1500 and 5000 s, and evapotranspiration in
canopy understory strata tend to be dominated by saturation deficit of air above
canopies. This is because turbulent eddies with time scales of about 200–300 s,
lower than those of dry soils, can renew air within bellow-strata before full soil
equilibrium evaporation is achieved. On the other hand, for wet soils, faster
evaporation rates corresponding to time scales ranging between 100 and 200 s,
allow achieving evapotranspiration equilibrium before the start of large eddies
carrying air from heights above canopies (Monteith and Unsworth 2013). Those
considerations allow inferring the complexity of the physical and biological factors
concerning the processes of control exerted by the different layers of forest canopies
in the total water uses and regimes.

Baldocchi et al. (1997) also reported that in a rough pine forest with reduced
foliage, the canopy resistance was an order of magnitude higher than aerodynamic
resistance. These authors also indicated that the Bowen ratio can be greater than 1
when the stomatal resistance is much higher than the aerodynamic resistance.
Similarly, Lindroth (1985) found a fourfold variation in the Bowen from 0.5 to 2 for
pine forest in Jädraas, Sweden, showing high seasonal variability due to simulta-
neous variations in parameters such as canopy resistance and latent heat flux,
necessary for the adaptation of forests to the immediate environment.

Overall, rougher higher vegetation with canopy resistance values well above
aerodynamic resistance will tend to have high H/LE ratios (Baldocchi et al. 1997).
In contrast, under the same conditions, low flat vegetation will tend to have low
H/LE ratios.

The diurnal variation rc associated with the influence of various factors has an
important bearing on stomata functioning. Blanken et al. (1997) in a hardwood
boreal forest reported a low canopy resistance early in the morning followed by a
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steady increase throughout the day. In the morning, under conditions of low vapor
pressure deficit and high internal water content, the stomata open allowing for
photosynthesis to occur with minimal water loss. Under conditions of high net
radiation, the increase in the vapor pressure deficit leads to an increase in stomatal
resistance until midafternoon.

In temperate softwood forests, Gash and Stewart (1975) reported a pattern of
variation along the day, with increasing canopy resistance between 100 and
300 s/m. Lee and Black (1993b) as well as Stewart and de Bruin (1985), for
softwood stands indicate that canopy resistance increases throughout the afternoon,
due to an increase in vapor pressure deficit and/or a decrease in net radiation. In
coniferous stands, Oke (1992) also referred to daily increases of canopy resis-
tance from 100 to 350 s/m, due to an increase in atmospheric vapor pressure deficit.

Factors such as vapor pressure deficit, net radiation, and air moisture influence
canopy resistance variations mainly in the short term (Baldocchi et al. 1997;
Kelliher et al. 1995). According to these authors, the short-term factors interact with
long-term factors intrinsic to biogeochemical processes and collectively influence
stomatal activity, photosynthesis, and evapotranspiration processes. In well-drained
soils, for example, conditions of modest rainfall and short growing season lead to
low rates of decomposition and mineralization of organic matter, low nutrient
availability, low growth rates, nutrition, and leaf development. This provides a
setting for low leaf area, and large stomatal resistance, thereby limiting photo-
synthesis and transpiration.

4.6 Carbon Sequestration in Forests

Emissions of carbon dioxide and other greenhouse gases, such as methane and
nitrous oxide, have increased since the nineteenth century. Indeed, atmospheric
CO2 content has risen from 280 ppm in the early phase of the Industrial Revolution
to 370 ppm at present. According to the Intergovernmental Panel on Climate
Change (IPCC) in the absence of precautionary measures, including afforestation,
there will be an increase in atmospheric CO2 concentration to 500 ppm by 2050,
which will increase further throughout the remainder of the twenty-first century
(e.g., Rodrigues and Oliveira 2006). The Kyoto Protocol defined a target of 5% for
reduction of CO2 emissions by industrialized countries during the period 2008–
2012. A reasonable goal using measures proposed in the Kyoto Protocol would be
the stabilization of atmospheric CO2 concentrations at 550 ppm throughout the
twenty-first century. This would correspond to an overall air temperature increase
of 2–3 °C above the current level.

Forests contribute greatly toward carbon sequestration or sinking. Strategies for
mitigating global warming should have long-term goals, bearing in mind that the
residence time of GHG in the atmosphere is 50 to 100 years. The theoretical
contribution of the long-term Portuguese forestry sector in reducing GHGs in terms
of carbon sequestration under the National Plan on Climate Change should be
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around 1.6 Mt/year corresponding to a total of afforestation of 500,000 to
600,000 ha plus 4 Mt/year, corresponding to forest management activities in
existing forest areas.

The 1990s debate on climate change has since led to greater dissemination of
scientific information on the importance of forests. This has mainly resulted from
the widespread application of the eddy covariance method, spurred by research
programs like CARBOEUROPE between 2003 and 2008 (involving about 70
partners in Europe and 30 entities both within and outside Europe) as well as
parallel programs, such as Ameriflux implemented in North American, among
others. The global scientific network FLUXNET, involving partners of earlier
scientific programs, was also created. The outcome was an extended knowledge
base on the main factors that contribute to seasonal and annual variations of carbon
balance components with latitude (Falge et al. 2002).

The carbon balance termed net ecosystem exchange (NEE), and gross primary
assimilation (GPP ) in forest ecosystems are related to the biology of plants and
their physical environments such as the leaf area index, the temporal dynamics of
the microclimate variables, and the duration of growing season, temperature, and
soil moisture. NEE represents the net carbon dioxide measurable flux between a
given soil–plant ecosystem and the atmosphere.

GPP is the carbon dioxide uptake, resultant from the gross primary productivity
or gross photosynthesis by vegetal components of ecosystems such as trees and
understory species, e.g., bushes or grasses. Gross assimilation of carbon is par-
ticularly dependent on the intercepted solar radiation, mostly in the range of pho-
tosynthetic active radiation (PAR) and the total ecosystem respiration (TER) is
mainly associated with the air and soil temperatures (Carrara et al. 2004; Reichstein
et al. 2002).

In continental European forest stands TER increases with latitude. TER relates
to the additional flux of respired carbon dioxide with two components which are
autotrophic and heterotrophic respiration.

In this context, net ecosystem exchange can be defined as the difference between
GPP and TER, following a criterion wherein a loss of carbon to the atmosphere is
negative. Micrometeorological and edaphic variables are the main influencers
embedded within those processes. Evapotranspiration flux variations along with
several time scales and their interactions with, e.g., carbon dioxide exchange
dynamics can also be evaluated.

The soil respiration can be measured in the field with analyzers (Fig. 4.7).
Climate variability is one of the key features of climate change. In the case of the
Mediterranean areas, there is an increased tendency for droughts which cause
substantial reductions in both the NEE and GPP (Ciais et al. 2005; Granier et al.
2007; Pereira et al. 2007). In these regions, droughts are largely responsible for the
interannual variability of carbon fixation/sequestration, particularly due to stomatal
control of evapotranspiration (Tenhunen et al. 1985; Pereira et al. 1986) as well as
gas exchanges at the leaf level and photosynthesis. In northern Europe and North
America, these interactive effects between droughts and carbon sequestration are
not as pronounced.
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Eddy covariance measurements carried out in Portugal on intensive eucalypt
stands managed as coppice (Rodrigues et al. 2011) over an 8-year period were
used to evaluate the impact of two dramatic events in relation to NEE and GPP .
These were the occurrence of intense and prolonged drought in 2004 and 2005
(mentioned above) and tree felling in 2006 when trees with an average height of
20 m reached the end of a 12-year productive cycle (Fig. 4.8).

The eddy covariance instrumentation was installed at the top of a 33 m tower.
The effects of drought were seen mainly in 2005, the year in which the total NEE
(357 gCcm−2), GPP (1255.1 gCcm−2), and TER (898.48 gCcm−2) decreased
drastically relative to the typical year of 2002 (865 gCcm−2, 2206 gCcm−2, and
1340 gCcm−2, respectively) by means of tight stomatal control, a typical
regime-imposed evapotranspiration . The effect of this drought was similarly felt in
a holm oak forest (Pereira et al. 2007) in which the values of NEE , GPP , and TER
, measured by eddy covariance method with a closed-path system, were 38 gCcm−2,

Fig. 4.7 Analyzer for
measuring soil respiration

Fig. 4.8 Eucalypt trees in the
Setúbal Peninsula, managed
as coppice for pulp and paper
production, with an average
height of 20 m
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548 gCcm−2, and 510 gCcm−2 during the hydrological year 2004/2005. The cor-
responding values were 140 gCcm−2, 1400 gCcm−2 e 1260 gCcm−2 during the
hydrological year 2005/2006, when precipitation was 685 mm.

This pattern of annual carbon sequestration in Mediterranean regions shows
seasonal variation, corresponding to a year of physiological activity. In summer,
stomata close in response to severe water stress due to high solar radiation (above
2000 MJm−2), high relative humidity and air temperature, and overall tight coupling
with atmospheric conditions. Monthly accumulated values of NEE and GPP were
dependent on photosynthetically active radiation and atmospheric vapor pressure
deficit.

After felling (Fig. 4.9), eucalypt stems sprouting from the stump gave rise to
new plants that emitted carbon over a period of seven months. Thereafter, the
coppice recovered its carbon sink capacity. Total NEE was 200 gCcm−2 in 2008,
209 gCcm−2 in 2009, and 96 gCcm−2 in 2010. This partial recovery of the ability to
capture carbon was simultaneous with excess stems cutting on stumps in the winter
and excess heterotrophic respiration was due to biomass abandoned on the ground.
In 2010, the average height of the trees was about 7 m (Fig. 4.10).

On the other hand, the seasonal variation regime for carbon fixation, after cut-
ting, was opposite to the normal regime with maximum absorption in the summer,
under conditions of higher water stress, and without absorption during winter. This
was mainly due to a functionally mature root system, typical of trees about 20 m in
height which provided the young plant canopy with an adequate water supply for
the low biomass content, compared to the mature forest (Rodrigues et al. 2011).
However, during the first two years, there was no carbon fixation in the winter due
to the greater sensitivity of young plants, to dew and to the excess shoots cutting. In
2010, the seasonal trend of carbon fixation reversed, returning to the seasonal
absorption pattern, typical of mature forest.

During the 2000–2010 decade, the average annual solar radiation exceeded 6000
MJm−2 in the eucalypt plantation in southern Portugal. This was much higher than
the annual average of 3700 MJm−2 typically seen for native Scots pines , for
example, with 80-year-old trees in Brasschaat in Belgium in a temperate zone. For
the same period, the average annual solar radiation was 5300 MJm−2 for dense
holm forests in Puechabon with 50-year-old trees in the French Mediterranean
region (Pita et al. 2013), this being lower than the values for the eucalypt stand.

Fig. 4.9 Felled eucalypt
stands immediately after
cutting
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The water vapor pressure deficit in the atmosphere, for the three different forest
covers, was highest in June (5 hPa) for a Scots pine stand , in July (19 hPa) for holm
oak , and in August (24 hPa) for eucalypt. The typical annual GPP for pine cover was
about 1200 gCcm−2 (Carrara et al. 2003) and for the holm oak forest cover in
Puechabon was 1300 gCcm−2 (Allard et al. 2008). These values relating to different
parts of the European continent were lower than the GPP for eucalypt, 2206 gCcm−2.
Clearly, themain reason for this difference, despite themore intensive farming system,
is the availability of solar radiation. The average annual NEE (1999–2002) for the
Scots pine cover was 120 gCcm−2, with a 2-year period (1999 and 2000) as a carbon
sink. The corresponding NEE holm oak in France (2001–2006) was about 300
gCcm−2. NEE values of these two forest types are lower thanNEE values for eucalypt
(865 gCcm−2 in a normal year and 357 gCcm−2 in a dry year).

The fixation monthly variation pattern for the Scots pine canopy was different
from that for eucalypt, with carbon uptake only during the summer and autumn and
physiological activity being lower during the remainder of the year. In contrast, the
pattern of carbon fixation over a similar period for the holm oak canopy stretched
over the whole year without any interruption in the summer due to water stress. The
decoupling coefficient was lowest for the eucalypt canopy, where the annual mean
was about 0.1 in 2005, when climatic factors inducing water stress (global solar
radiation and vapor pressure deficit) were more severe.

These three case studies of forest canopies in Europe serve to evaluate differ-
ences in patterns and variability of carbon sequestration regimes over annual and
seasonal periods. Interactions between fluxes of carbon and water vapor and
between physical and physiological variables were also found to be different.

An application of carbon sink capacity by forest canopies is the use of short
rotation coppice (SRC) for biomass production for energy. This cluster should be
evaluated under global forecasting scenarios, that indicate by the year 2050 energy
demand will be about 1041 EJ. In the same year the potential for total biomass
production, without affecting food production is estimated at 1135 EJ (Ladanai and
Vinterbäck 2009).

Fig. 4.10 Eucalypt stand
four years after felling, with
an average tree height of 7 m
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The SRC can be grown in abandoned or contaminated agricultural land, so as not
to compete with crops in fertile soils with less energy-intensive management.
Basically, this type of culture is based on the intensive exploitation of forest species,
such as eucalypt, poplar (Fig. 4.11), or willow for coppicing in short production
cycles. In Europe, the cycles are about three years with a density of 6000–8000
trees ha−1 whereas the American system involves 5-year cycles and density of
1100–1600 ha−1.

These lignocellulosic woody crops, together with other types of biomass, can
contribute to the replacement of fuels, such as coal, in the production of electricity
and liquid fuels. The yields obtained with poplars cultivated at a density of 5000–
8000 trees ha−1 and 3-year production cycles are in the range of 8–20 tMS ha−1

yr−1 (4–10 tC ha−1 yr−1). Under the same conditions for eucalypt SRC cultivations,
the yields range from 4 to 20 tC ha−1 yr−1.

CO2 emissions (4 gCO2/MJ) from burning wood-based biofuel compare
favorably with that for coal (96.8 gCO2/MJ). Lifecycle analysis shows that the
average ratio of energy output and fossil energy input to produce energy is about 36
for the SRC cultivations and 0.9 for coal (Djomo et al. 2011).
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5Flow Over Modified Surfaces

Abstract

In this chapter, an assessment of airflow over modified surfaces was made,
mainly corresponding to urban areas, hills, or of transition between surfaces with
different roughness, different land uses, and ambient temperatures. This surface
heterogeneity that leads to a development of an internal boundary layer,
including sublayers, with a determined height and influence length or fetches
were analyzed. In the same way, the variation of surface temperatures leads to
internal thermal boundary layers with estimable heights. Airflow patterns over
isolated arrayed building elements were assessed with turbulent changes in
vertical velocity profiles, typical wakes or cavities, or horizontal wrapping
horseshoe vortices, in the context of urban heat island or stratification effects,
with implications in items as distinct as atmospheric thermal regimes or pollutant
dispersion. The main patterns of airflow over isolated or grouped hills were
discussed, with an analysis of air circulation around and over hills under
different stability conditions, characterized through Froude number variation.
Finally, a discussion was carried out of the dynamics of specific atmospheric
case studies, such as katabatic winds or Foehn and Bora-type descending flow in
hills under inversion conditions, with potential relevant theoretical
extrapolations.

5.1 Introduction

In the previous chapters, atmospheric fluxes in the surface layer over relatively
homogeneous and flat surfaces were described. Such idealized surfaces occur in
seas, plains, ice, and forests. However, in many real situations, surface character-
istics vary over distances as short as 100 m. Among examples of surface hetero-
geneity are coastlines, valleys, hills, and transition areas between rural and urban
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areas, as well as between different vegetation types. Flow over these obstacles
changes due to factors such as surface roughness, temperature, humidity, and
altitude, which may act in concert. The combined action of these factors is
unpredictable and nonlinear (Arya 1988).

Cold air flows from source areas as open hilltops, forest slopes, and other
inclined surface areas are the most common micrometeorological phenomena.
Basically, these processes can be envisaged as flows of compacted air parcels which
can be interrupted or damped by obstacles. These flows show several levels of risk
of frost deposition, e.g., in cold air nights with strong cooling by longwave radiation
due to cloudless skies (Foken 2017).

This chapter covers some fundamentals on the interactions between transport of
air mass in movement and urban canopies (in analogy with forest canopies) or small
topography changes in the realm of environmental physics. For further details, the
reader is referred to Arya (1988), Stull (1994), Oke (1992), Garratt (1994), and
Foken (2017).

5.2 Internal Boundary Layer

Modification of surface roughness affects the boundary layer structure, with the
formation of layers for each boundary surface. Changes in the surface roughness are
very common due, e.g., to deforestation or building development (e.g., Foken 2017)
and localized profiles for velocity, temperature, and air humidity depend on the
specificities of the surfaces. Under different thermal stability conditions, the devel-
opment of a discontinuous layer of air, including sublayers with different thicknesses
caused by horizontal advection in contiguous surfaces, occurs (Fig. 5.1) (Foken
2008; Stull 1994). This layer is termed as an internal boundary layer. Relevant factors
affecting this development are roughness lengths and friction velocity, both upwind
and downwind from the zone where roughness changes. The roughness change is felt
at a downwind distance of up to about 300 zo, with consequent modification of the
velocity profile, with zo being the aerodynamic roughness length.

Wind

Fig. 5.1 Internal boundary layers flow over different land use types (after Stull 1994)
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The atmosphere above the internal boundary layer is not modified by the
characteristics of the surfaces upstream of the initial surface roughness change. The
height of the internal boundary layer, above a given point, depends on the hori-
zontal distance from this point to that of the initial transition in surface roughness,
with the length of this influence length defined as fetch.

Atmospheric flow from a flat to a rough surface causes air to decelerate inside
the internal boundary layer, with the formation of horizontal convergence and
upward movement above the border between the two surfaces. Opposite effects take
place when flow moves from a rough to a smooth surface (Stull 1994). These
vertical movements interact with other convective movements, influencing the
transport of pollutants, for example, in transition zones between cities and their
surroundings. The differences in the flow regimes between smooth and rough
surfaces dictate the need for energy-generating wind turbines to be mounted on
smooth surfaces (Fig. 5.2).

The height of the internal boundary layer, d, is calculated as a function of the
fetch x (Stull 1994)

d
zo1

¼ c
x

zo2

� �d

ð5:1Þ

where zo1 and zo2 are the aerodynamic roughness lengths upwind and downwind
from the contact border between two distinct adjacent surfaces. The power d is
about 0.8 under thermal neutrality, being slightly lower (0.6–0.7) under thermal

smooth

smooth

rough

Internal
boundary

layer

Internal
boundary

layer

rough

Fig. 5.2 Wind turbines under two conditions within the internal boundary layer (adapt. Foken
2008)
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stability and a bit higher (0.8–1) under thermal instability conditions. The parameter
c, is about 0.2–0.8, being higher under thermal instability and lower under thermal
stability conditions.

The value of c can be also obtained as a function of the two roughness lengths
(Stull 1994)

c ¼ 0:75þ 0:03 ln
zo2
zo1

� �
ð5:2Þ

Another equation for estimating the height of the internal boundary layer is as
follows (Raabe 1983):

d ¼ 0:3x0:5 ð5:3Þ

The various sublayers of the internal boundary layer mix at heights ranging
between 30 to 100 m above the surface, with a mean flow due to the overall
influence of the various surfaces (Foken 2008). This homogenization of the internal
boundary layer is related to average characteristic length Cx of surface roughness
higher than 1 km, and air mixing height of about Cx/200 (Mahrt 1996). In a similar
way, the thermal internal boundary layer also stratifies when in contact with sur-
faces with abrupt changes in temperatures, coupled with changes in sensible heat
flow. These surface temperature changes can be due to factors such as different land
uses or variations in air humidity. Because evaporation needs energy, which can be
provided by a downward sensible heat flux, an increase in evaporation from soil can
be possible under thermal neutrality. High wind velocities and soil dehydration are
factors contributing to soil erosion, e.g., in sandy soils. In this context, windbreaks
can be used in areas with high wind velocities for reducing soil erosion potential
(Foken 2017).

An expression for estimating the height of the thermal boundary layer, dT, over a
temperature gradient is as follows (Raynor et al. 1975):

dT ¼ u�
u

xðDhÞ
@T=@zj j

� �1=2
ð5:4Þ

where Dh is the horizontal potential temperature variation. The vertical temperature
gradient is measured upwind of the point for surface temperature variation. All
other parameters in Eq. (5.4) are measured at a reference level (Foken 2008).

Airflow from a warm to a cold surface induces the formation of a stable thermal
boundary layer. After crossing the temperature transition point, turbulence
decreases sharply contributing to the homogenization of the cold air. Under con-
ditions of thermal stability, the following expression can be used to estimate the
depth of the thermal boundary layer, dTest, (Garrat 1987):
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dTest ¼ 0:014u
xh

gDh

� �1=2
ð5:5Þ

where u is the mean velocity flow and Dh the difference between the air temper-
ature, prior to the development of the layer, and the temperature of the cooler
surface, and x the fetch.

The internal thermal boundary layers can form in winter when atmospheric flow
moves from cold land surfaces to warmer water surfaces or in summer when the air
over cold-water surfaces is transported to warmer land surfaces. Under these con-
ditions, the height of the convective boundary layer increases with distance from the
separation zone and is characterized by strong turbulence which can be suppressed
by downward air mass from low-pressure zones (Chap. 1).

5.3 General Characterization of the Urban Boundary
Layer

Urban areas encompassing residential, commercial, and industrial areas show dis-
tinct aerodynamic, radiative, and climatic characteristics as compared with sur-
rounding non-urban areas. The changes are mainly confined to the urban boundary
layer, although pollutant urban plumes can stretch across dozens of kilometers into
surrounding areas (Arya 1988). The urban boundary layer, with a height of about
1000 m, is a mesoscale atmospheric boundary layer phenomenon and its charac-
teristics are dictated by the features of the urban canopy. Urban canopies located
below building tops are characterized by microscale processes that occur at the
street level among buildings (Oke 1992). Because the buildings and streets in cities
have high heat capacities, urban air cools more slowly at night than surrounding
areas, leading to the formation of urban heat islands (Foken 2017).

The urban boundary layer is influenced by the heat island effect, which is due to
air temperatures higher than in adjacent non-urban areas, as well as higher surface
roughness. In adjacent buildings areas, temperatures at the ground surface and air
are normally warmer than the temperatures of free surface due to thermal losses
from buildings and to sheltering effect against winds.

Radiation effects over urban canopies include the decrease in solar radiation in
shaded areas and local increase in radiation reflected from building surfaces such as
walls exposed to sun. In areas next to buildings, there is also a reduction in radiative
cooling, due to the lower emission of ascending long-wavelength radiation from
surfaces, associated with the smaller form factor in relation to the sky (Chap. 1), and
to a greater emission of descending long-wavelength radiation from buildings
surfaces and heated homes (Oke 1992).

In the absence of topography, buildings with highly variable geometric distri-
butions impart roughness on the urban canopy. The roughness length, zo, is of the
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order of centimeters in urban areas with low houses and of the order of meters in
more modern areas with tall buildings.

Under mild winds and clear skies, the atmospheric flow due to urban island
heating prevails to dominate over the effects of increased roughness. Thermal
induced circulation vortices are therefore formed, rising towards the tallest build-
ings, and descending with subsidence motion over the lower buildings. During the
day, this circulation can reach the top inversion of the atmospheric boundary layer
which can then acquire a dome shape. In this dome, accumulation of emissions such
as dust, smoke, particles, and haze, takes place under conditions of little or no wind.

In the daytime mixed layer, vertical profiles of variables such as temperature, air
velocity or specific humidity vary considerably among surface locations, following
the rule of vertical homogeneity up to the inversion at about 1000 m (Arya 1988).
Vertical fluxes of sensible heat and water vapor were reported by Ching (1985) to
vary two to fourfold, as did Bowen ratios. Maximum Bowen ratios of 1.8 and 0.2
were found in areas with tall buildings and in non-urban areas and lower housing,
respectively.

At night due to strong stability, the urban boundary layer decreases to a height of
a few hundred meters and is higher in zones with taller buildings compared to the
non-urban areas. This reduction in height is due to the stability of the nighttime
airflow, which suppresses vertical turbulent mixing (Arya 1988).

In mid-sized urban areas, the combined heat island effect and higher roughness
can disrupt the inversion of the surface night layer, by changing the velocity and
temperature vertical profiles of the boundary layer moving towards the inner-city
canopy. A similar situation may occur in temperate zones during sunrise in winter,
in which, the initial thermal stability can attenuate vertical turbulent mixing due to
warmer urban areas (Oke and East 1971). When moving over urban areas, the lower
air layer becomes unstable, while the layers above remain neutral or slightly stable.
The atmosphere above the top of the inversion maintains the initial characteristics
of the surrounding boundary layer of flat non-urban areas.

The daytime variations in atmospheric stability of the urban boundary layer are
much smaller than for the boundary layer above the surrounding non-urban areas,
despite daytime variations in height (Arya 1988). This urban boundary layer is
mixed intensively by convective processes throughout the daytime cycle, in contrast
with the boundary layer in surrounding non-urban areas. This accounts for the
higher intensity of nighttime surface winds in the urban surface.

5.4 Flow in Urban Areas

Man-made obstacles to the atmospheric flow have in general simple well-defined
geometries arising from combinations of cubic or hemispherical shapes. Flow
through these obstacles has three main features that distinguish it from flow on flat
surfaces: the accelerated flow resulting from the concentration of streamlines,
separation and recirculation, and higher eddy concentration (Rohatgi and Nelson
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1994). The atmospheric flow in inner urban canopies is complex and its study is
applied mainly to specific situations which are not directly generalized (Arya 1988).
Most of the studies carried out to date are done in a wind tunnel using models of
individual buildings including prototypes.

The areas of accelerated flow correspond to higher mean wind velocities.
Separation zones correspond to lower mean velocity zones and greater turbulence,
and the flow in the center of the vortices is intense, strongly turbulent, and periodic
in nature. As an example of a practical application, above mentioned, the local-
ization of wind turbines requires information in relation to areas where accelerated
flow predominates or where wind velocity is not significantly diminished. In this
context, street and buildings microenvironments are also important for the safety
and well-being of inhabitants.

The pattern of airflow over a rectangular isolated building with a flat roof
positioned perpendicular to the wind (with its upwind side at 90° to the flow) has
four zones namely, background, displacement, cavity, and wake (Fig. 5.3). In the
displacement zones, flow over an edge at the back of an obstacle leads to a wake
flow in an opposite direction.

The displacement separation on an obstacle edge (e.g., a building) is stationary,
independent of the Reynolds number (for Re > 104), and occurring at a fixed
location, thereby facilitating experimental modeling studies in terms of scaling the
obstacles that make up the urban canopy (Arya 1988). The displacement zone
(Fig. 5.3) corresponding to an unperturbed flow, wraps around the building, the
wake, and the cavity region. The streamlines in this zone are diverted upwind and
laterally, wrapping around the developing wake (Arya 1988). After passing the
building, the separation zone follows a downward direction, attenuates, and dis-
appears downstream.

After contact with the building wall, the streamlines flow upwards to the top,
downward, or laterally around the building (Fig. 5.4). The maximum pressure
occurs in the central area of the windward wall, where the air velocity reaches a
stagnation point, and the pressure decreases according to Bernoulli's equation
(Annex A2). If the building is rectangular, there is flow separation at the top and
sides. These areas are subject to suction and flow reversal, causing recirculation of

Wake boundary

Cavity boundary
Downwind stagnation

point

Cavity

Background
flow

Wake

Fig. 5.3 Schematic of flow areas around a two-dimensional building with sharp edges (after Arya
1988)
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flow in the cavity area. This recirculation of air along the building walls causes a
circulation pattern in the horizontal plane of the cavity zone, in which, the
streamlines form a horseshoe pattern running in opposite directions.

Streamlines impact building walls at the downwind stagnation point and recir-
culate in the cavity region (Fig. 5.3). Around tall buildings, the air diverges at the
contact point where it is deflected downwards, and longitudinal and lateral recir-
culation occurs at higher velocity (Fig. 5.4). Ratios between the wind velocities
adjacent to the building relative to an open space are indicated in Fig. 5.4. These
ratios are about 2.5–3. The cavity region is characterized by lower mean velocity
recirculation, but greater turbulence (Oke 1992). This region can accumulate high
concentrations of contaminants despite the occurrence of turbulent diffusion phe-
nomena at higher levels (Arya 1988).

Dimensions of the cavity region depend on the form ratios of the building
configuration (Width/Height, W/H, or Length/Height, L/H) or flow characteristics
such as the ratio between boundary layer depth of the predominant flow and the
building height. The maximum cavity length can vary from H (building height) to
15H (Hosker 1984), while the maximum depth can vary from H (for L/H < 1) to
15H (for W/H > 100 and L/H < 1). The width/height ratio also influences the mean
velocity flow as it decreases further downwind for wide buildings. Wind tunnel
studies (Meroney 1977) show that at a downwind distance of about 10 times the
building height with a ratio W/H of 3, velocity decreased by 11%, whereas for a
W/H ratio of 1, the decrease was 5%.

In the separation zone immediately above the building, streamlines concentrate,
and higher velocity air currents form above the wake zone. Below this higher
velocity zone, velocity is much lower, and some flow recirculates (Fig. 5.5). Further
downwind, the impact of the building on the flow decreases, begins to normalize,
and reattaches to the surrounding atmosphere.

Corner-streams
Vortex-flow

Through-flow

Stagnation point

3.0

2.5
1.3

1.0

Fig. 5.4 Schematic of flow patterns induced by a tall building with prismatic contours. Numbers
refer to the ratio of the air velocities adjacent to the building and open space (after Oke 1992)
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The upwind velocity profile is logarithmic and distorts on the roof, with partial
reversal in direction. The terminal downwind profile on the building (Fig. 5.6) does
not have interactive effects and is not as sloped as the upwind profiles due to the
residual effect of wakes promoting greater transfer of vertical momentum (Oke
1992).

Additional building configuration and orientation induce changes in the general
flow pattern. For example, if the same cubic shape is oriented diagonally to the
wind, there are two walls, windward and leeward oriented obliquely to the flow.
This tends to reduce the strength of the suction zones, particularly on the roof. If the
roof is sloped, there will be flow separation at its crest, along with a symmetrical
lateral downwind horseshoe flow (Fig. 5.7). For a slope greater than 20º, the
windward walls will be subject to increased pressure forces, whereas the leeward
wall will be subject to greater suction (Oke 1992).

The downwind flow involving the cavity forms wakes (Figs. 5.3 and 5.5). Wakes
correspond to the whole flow region downwind of the obstacle and cavity area,
disturbed by an interaction with the flow (Fig. 5.7). The wakes, with characteristic
dimensions dependent on the size ratios of the buildings, form when the flow is
disturbed by bluff bodies, which are obstacles with flat surfaces perpendicular to it,

Outer layer

Shear layer

Inner circulation

Fig. 5.5 Schematic of atmospheric flow around two-dimensional obstacle (after Rohatgi and
Nelson 1994)

Mean
velocity
profile

Fig. 5.6 Mean velocity profiles at various locations around a rectangular building oriented
perpendicular to the flow (after Oke 1992)
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or by smooth obstacles. The wakes can be divided into a near and far wake region.
The former occurs before the streamlines detach from the surface (Fig. 5.7), caused
by disturbances of the tangential separation of air layers, and by eddies formed in the
boundary layer of building edges.

After separation, thefluid layers become unstable and turbulent, eventually leading
to periodic large VonKarman eddies which grow in the displacement zone downwind
along with horseshoe-shaped eddies, as mentioned above. These two types of large
eddies cause oscillations in the wake boundary, while smaller eddies transport linear
momentum across streamlines (Arya 1988). As a result of these processes downwind
turbulence increases over a length of an order of magnitude of several building
heights, along with a decrease of mean flow velocity. The far wake zone is down-
stream of the near wake, with a larger characteristic dimension. Turbulence decays
exponentially with distance until disappearing downstream of the obstacle.

Studies in wind tunnel indicate that the flow perturbations caused by buildings
extend downwind up to 10 to 20 times the height of buildings and in other
directions up to 2 to 3 times the height (Arya 1988). The wakes formed in contact
with the edges of the separation zone are very different when the flow is oblique
relative to the building (47º angle) and can stretch across distances of about 80
times the building height. When the flow is perpendicular to the building, the
corresponding distance is about 13 times the building height (Rohatgi and Nelson
1994).

Incident wind
profile

Separated zones on roof and sides

Reattachment lines
on roof and sides

Mean cavity
reattachment line

Turbulent wake

Horseshoe vortex
system and mean
separation lines

Lateral edges and
elevated vortex pair

Cavity zone

Fig. 5.7 Schematic of separated flow zones in the next wake zone through a sharp-edged
three-dimensional building (after Arya 1988)
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The airflow pattern for a cluster of buildings depends on the ratio Ha/Ws, where
Ha is the mean building height andWs is the along-wind spacing between buildings.
When the flow is perpendicular to the largest building dimension, with the buildings
reasonably spaced (Ha/Ws < 0.3 for row buildings), its pattern is like that of an
isolated building (Fig. 5.8a). When the spacing is closer (Ha/Ws of about 0.65 for
row buildings) the wake from each building interferes with that of the adjacent one,
making the overall pattern more complex (Fig. 5.8b) (Oke 1992). At closer spacing,
the main flow skims over the building tops, forming vortices in the cavity region,
often a street (Fig. 5.8c). The succeeding buildings reinforce the eddy dynamics by
the downwind deflection in spaces between them.

If the wind is oriented obliquely to the streets, then airflow follows a
corkscrew-type motion along them. If the wind is oriented in the street direction
there is a strong concentration of streamlines, causing higher flow velocities (Oke
1992).

The situation is different if a tall building emerges above the general urban
canopy. The wind impacts against the windward surface of the tallest building,
causing a stagnation edge in the center, at about three-quarters of the building
height. From the stagnation edge, the air flows upwind to the top generating an
eddy downwind to the base of the building that causes turbulence at the lower level
at the rear of the building.

Fig. 5.8 Schematic of air circulation for different configurations of prismatic buildings, oriented
perpendicular to the mean flow (after Oke 1992)
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There is also lateral air movement which flow along the building sides in a
symmetrical horseshoe-shaped flow. Eventually, these lateral flows along various
buildings merge, with a prevalence of turbulence from the tallest building. If the
buildings have empty spaces at their base (e.g., building raised on pillars or if there
is a walkway) there will be a concentration of streamlines with a crossflow in their
spaces. In this context, instead of providing shelter, taller buildings promote the
deflection of faster moving upper air down to the ground level. These low-level
winds can have velocities about three times higher (Fig. 5.4) than on a flat open
space (Oke 1992).

In clusters of buildings that vary considerably in shape and configuration, air
circulation regimes are complex and asymmetrical, depending on buildings heights,
distances between them, and the characteristics of mean airflow. Low buildings
located upwind of tall buildings affect the configuration of symmetrical
horseshoe-shaped eddies, which tend to wrap around downstream buildings, while
the cavity and wake regions of the taller buildings are only slightly affected (Arya
1988). In this case, taller buildings impose a downwind movement to the mean
flow, generating various types of air displacement (Fig. 5.4). On the contrary, small
buildings are negatively affected by recirculation inherent to the cavity and wake
regions if they are located downwind from taller ones. (Hosker 1984).

For urban hemispherical geometries (Fig. 5.9), horseshoe-shaped eddies domi-
nate the flow, and wakes persist over long distances. Studies in wind tunnels have
shown that the vortex lines approaching the hemispheric obstacle are rotated
towards a longitudinal direction and stretched downwind as they overpass the
obstacle (Hansen and Cermak 1975). As the wakes immerse in a boundary layer
with tangential stresses, their mean velocity increases vertically. Downwind eddies
to the hemisphere move in an oscillating pattern and cannot be measured at a single
point (Fig. 5.9). Downstream the hemisphere obstacle, a huge vertical momentum
transport occurs between the top of the boundary layer and the ground, causing an
increase in longitudinal mean velocity (Rohatgi and Nelson 1994).

Knowledge of the physical and environmental behavior of wind in urban areas
with tall buildings, can be used in protecting against adverse effects of air circu-
lation, with resultant savings in maintenance and improve the well-being of
pedestrians and city dwellers as well as dispersion of pollutants (Oke 1992). The
buildings are programmed to withstand loads due to high-velocity airflow both in
terms of mean flow and turbulence. In designing buildings, it is necessary to
consider characteristics such as resistance loads, compactness, porosity, roof
inclination, pressure distribution, as well as the location of flow separation areas and
suction effects.

Figure. 5.10 illustrates the velocity profile upwind and downwind of a prismatic
building with two symmetrical sloped roofs. The area just above the roof has greater
turbulence, similarly, to flow over the hills, described below.

Winds over urban canopies are also associated with the various forms of pre-
cipitation, related moisture regimes, and consequent surface wear. The location and
configurations of arrays of urban buildings also affect the radiation fields in terms of
sunny and shade spaces, thermal load accumulation.
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Fig. 5.9 Schematic of air circulation where the mean flow is oriented perpendicular to a
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Fig. 5.10 Schematic of air circulation regime when the mean flow is oriented perpendicular to a
prismatic building with two symmetrical sloping roofs (after Rohatgi and Nelson 1994)
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Aspects of urban planning such as the spatial distribution of streets, green areas,
pavements, playgrounds, or parking lots, are associated with the range of previously
described factors. Clearly, buildings need to have large bases in comparison to
height, corresponding to a ratio W/H of about 2, so that recirculation effects are
confined to the upper part of the base and should have open spaces for air cross
circulation (Oke 1992). Atmospheric flow also determines the distribution and
accumulation of pollutants, e.g., from motor vehicles so that open spaces and street
width are adequate to promote good air displacement, mitigating the poor recir-
culation typical of narrow streets.

5.5 Flow Over Gently Sloping Hills

This topic deals with the effects of small hills, ridges, and escarpments on flow in
the atmospheric boundary layer. The effects of high mountain chains go well
beyond the atmospheric boundary layer, involving mesoscale motions. Flows
around hills and gentle ridges are sensitive to the dominant wind regime, unlike
flows around urban canopies in which mechanically and thermally generated tur-
bulence is mainly responsible for fluctuations in the mean flow (Arya 1988). The
interaction between these obstacles and the wind regime must consider conditions
for thermal stability or instability.

5.5.1 Flow Under Different Conditions of Stability

The effects of topography on the dominant flow are affected by thermal stratifica-
tion. The Froude number, Fr, is the dimensionless ratio often used for quantification
of stratification of atmospheric flow around topography. Physically, the Froude
number represents the ratio of inertia to gravity forces determining the flow over
topography.

The traditional definition applied in fluid mechanics for flow in an open system
is (Fox and McDonald 1985)

Fr ¼ �uffiffiffiffiffiffi
gL

p ð5:6Þ

Equation (5.6) can be analyzed as follows:

(i) if Fr < 1, the flow is subcritical. In this case, predominates the denominator
representing the velocity of the perturbation wave flow, so that perturbations
can move in a direction independent of the prevalent current. For example,
the waves can travel upstream, while the current can move downstream.

(ii) if Fr = 1, the flow is critical.
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(iii) if Fr > 1, the flow is supercritical. In this case, the current velocity is higher
than the velocity of the waves, so that these are dragged in the same
direction.

To apply the Froude number to airflow around or over topography, it is assumed
that under thermal stability, layers of disturbed air oscillate vertically in the Brunt–
Väisälä, NBV, frequency

NBV ¼ � g

h0

@�h
@z

� �1=2

ð5:7Þ

where �h is the mean air temperature potential and h0 the temperature potential at
height z0. The frequency defined in Eq. (5.7) is the natural frequency of the internal
gravitational waves, or downwind waves.

The oscillation of an air mass with this frequency, in an air mass with a mean
velocity �u, induces a wave in this flow with a natural wavelength kBV:

kBV ¼ 2p�u
NBV

ð5:8Þ

The Froude number for flow over topography with a characteristic length C, can
be expressed as (Oke 1992)

Fr ¼ p�u
NBVC

ð5:9Þ

The Froude number defined by Eq. (5.9) represents the ratio between inertia and
buoyancy forces. It is about the same order of magnitude as the inverse square of
the Richardson mass number (Arya 1988)

Fr � R�2
im ð5:10Þ

Thermal stratification influences flow over topography in a significant way. This
influence in flow patterns is qualitatively like that under neutrality conditions,
although with different intensity. Other effects, such as the generation of gravity
waves, vortices formation, hydraulic jumps, the inability of low-level fluid to go
over hills, and upstream blocking can only occur in stable stratified flows over or
around topography (Arya 1988).

If Fr << 1, the stratification is strong, while for Fr >> 1, conditions are near
neutral. For strictly neutral conditions, Fr ¼ 1 corresponding to a case wherein the
Froude number no longer represents the flow dynamics. A variety of airflow
conditions can be envisaged for an isolated hill, depending on the Froude number
(Stull 1994). For Froude numbers about 0.1, corresponding to thermal stability, air

5.5 Flow Over Gently Sloping Hills 147



surrounds the obstacle horizontally without vertical flow (Fig. 5.11). Upwind of the
hill, some blocking and atmospheric stagnation can also occur. The flow blocked by
topography has a preponderant influence on the local microclimate and on the
dispersion of pollutants emitted upwind (Arya 1988).

For winds with higher velocity, or lower thermal stability (Fr about 0.4), some
air rises the hill (Fig. 5.11), while airflow at lower levels diverge moving around
obstacles symmetrically and horizontally. It is, therefore, possible to distinguish
between streamlines of airflow around topography and of rising airflow (Snyder
et al. 1985). The height Hs, of this separation streamline, can be estimated assuming
that the kinetic energy of a fluid layer, following a streamline, is equal to the
potential energy of the stratification. The overall equation of the process is given by
(Sheppard 1956)

1
2
qu2o Hsð Þ ¼ g

Z Hh

Hs

Hh � zð Þ � @q
@z

� �
@z ð5:11Þ

where Hh is the height of the hill. For the case of stratified flow, with a constant
density gradient, the height Hs is given by (Hunt and Snyder 1980)

Hs ¼ Hh 1� Frð Þ ð5:12Þ

The wavelength of the flow over the hill is much smaller than its height, and thus
induces the formation of gravity waves, downwind from the hill, which is separated
from the surface of the topographic obstacle. This flow separation will occur above
the air that does not oscillate and surrounds the hill. The fraction of the air column,
with height equal to the hill height, flowing over the top of the hill, is of the order of
magnitude of the Froude number (Stull 1994)

Fr ¼ zh0
zhill

ð5:13Þ

where zho is the height of the air column rising above the hill that separates
downwind from the obstacle surface and zhill is the total height of the hill.

Experimental results bear out the separation streamline principle (Snyder et al.
1985). Regardless of the thermal stratification, the angle of the flow orientation
relative to a hill and the upwind hill slope are variables that can also be decisive in
allowing the air to rise or surround the topographical obstacle (Arya 1988).

Figure. 5.11 represents the effects of thermal stability on the flow on an isolated
hill. For a unit Froude number, the stability is weaker, and the winds are stronger,
so that the natural wavelength matches the height of the hill. Large amplitude
gravity waves or mountain waves are generated by this natural resonance with the
possibility of recirculation near the ground close to the wave crests. In this situation,
surface air stagnates at periodic intervals downwind of the hill, and reverse flow can
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occur at the surface under the eddies. Under moist conditions, stationary lenticular
clouds can form along the crests, and clouds can form downwind at the top of the
recirculation zone (Stull 1994).

Fig. 5.11 Schematic of air circulation regimes over an isolated hill for different Froude numbers
(after Stull 1994)
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For even stronger winds with low thermal stability (Fr about 1.7), the natural
wavelength is longer than the hill height. This causes separation of the downwind
boundary layer of the hill, delivering a cavity zone, in the opposite direction to the
main flow. The drag force associated with the flow over a hill is maximum for the
resonance state (Fr = 1). This force is lower if Fr is lower than 1 and for the
separation boundary layer caused by natural waves of greater wavelength (Fr > 1)
(Stull 1994).

5.5.2 Flow Under Neutral Conditions

The Froude number tends to infinity under neutral stability, and so cannot be used
for the characterization of the atmospheric flow. Over smooth topography, flow
separation and the formation of cavity areas are like those described above for
urban canopies. These processes are lighter and may even be absent (Taylor et al.
1987). Under neutrality, the streamlines are disturbed upstream and above the hill at
about threefold the hill height. Beyond this zone, the flow is not affected by the hill.
At the hilltop the streamlines converged, causing the wind to accelerate. Below the
downwind hill slope, strong winds cause a cavity area related to the separation of
the boundary layer and to the beginning of turbulent wakes. Their height is about
the same as the height of the hill, but increases in size along decreasing with
turbulence intensity, increasing downwards.

In general, airflow accelerates as it moves upstream over the top of the hills. The
acceleration factor Af, or fractional speedup is defined as the ratio Duðx; zÞ=u0ðzÞ,
where Duðx; zÞ is the difference between the mean horizontal streamwise velocity at
height z and u0ðzÞ. The u0ðzÞ is a reference velocity, at a downwind distance where
it is not influenced by the hill (Kaimal & Finnigan 1994). This Af factor decreases
with an increase in height (Fig. 5.12b) and varies between 1 and 2.5, depending on
hill shape, slope, and the ratio between the width and height. The magnitude of
speedup in hilltop is relevant for topics as diverse as wind power facilities or
estimation of wind load in buildings.

In the case of flow around a cone-shaped hill, rather than accelerating over the
top, the flow passes laterally around the surface (Fig. 5.12c) which remains
unchanged relatively to the flat surface (Rohatgi and Nelson 1994).

The highest rates of acceleration are seen around lightly sloped
three-dimensional hills (Arya 1988). The flow moving at oblique angles to the hills
is characterized by lateral vortices and a helical turbulent flow wake.

The mean hill width L1/2, is defined as the horizontal distance from the hill peak
to a point corresponding to half the peak height (Fig. 5.12a). For slightly sloping
hills, wind acceleration can be about twice the ratio of the hill height and L1/2. This
ratio is about 1.6 for isolated hills (Taylor and Teunissen 1987). For very slightly
sloping hills (height 100 m and L1/2 about 250 m), wind acceleration above the top
will be about 60% compared to normal conditions.

Such data is relevant to the installation of wind turbines. The height at maximum
acceleration, Dzmax, can be estimated as follows (Stull 1994):
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Dzmax ffi zoe
2k2L1=2ð Þb ð5:14Þ

where b is an empirical factor ranging between 0.5 and 1. The height above the top
of a slight hill, wherein the acceleration peaks is of the order of 2.5–5 m (Taylor
et al. 1987). The acceleration will be greater over natural concave obstacles, per-
pendicular to the main flow. A convex shape decreases the acceleration due to the
lateral deflection of the circulating air (Rohatgi and Nelson 1994).

In the case of hill arrays and gentle valleys, wind tunnel results indicate that for
the first pair, flow changes are like those for an isolated pair (Arya 1988) and the
acceleration factor reaches a maximum at the top of the first hill. This acceleration is
attenuated downstream due to interactions between successive pairs of valleys and
hills. Thus, the acceleration factor value on the top of successive downstream hills
tends to be slightly above one (Arya 1998). The top velocity profile is logarithmic
with a roughness length higher (Fig. 5.13a and b) than that of the undisturbed
velocity field on flat ground (Stull 1994).

Cold air generation and drainage in valleys can lead to radiation fog, if the air is
cooled below the dew point. The formation of fog generates the strongest cooling at
its top, and thus the lowest temperatures are now found not in valleys but mainly in
slopes. In this context, it happens commonly that in the low radiation season, a
reduced longwave from the ground induces lifting of fog, and delivering diurnal
low stratus in closed valleys. A correlated process, derived from cold air flowing
over warmer water, is the formation of the cumulus-like clouds, with the same
meters’ deepness, above water surfaces. Because this convective process happens at
differences of temperature between the water and air higher than 10 ºC, fog occurs
mainly in spring in small lakes when they are already warm (Foken 2017).

Fig. 5.13 a Flow over a chain of hills, and b Velocity profile A, with acceleration over the first
hill B, and a new equilibrium condition C, over a rough hill chain surface with a roughness length
z02, greater than for a flat surface (after Stull 1994)
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5.6 Katabatic Winds Under Stability Conditions

Katabatic winds form when cold, dense air accelerates downstream by gravity over
a gentle slope, and are commonly found in the stable boundary layer, up to 10–
15 m high. These winds are caused by an inverse thermal structure formed during
periods of mild winds at meso and synoptic scales. The katabatic winds occur
particularly on calm nights on down slopes under regimes of thermal stability and
radiation cooling (Oke 1992).

Even gentle sloping (0.001 to 0.01) across large areas can cause katabatic winds
of about 1–2 m/s (Stull 1994). These winds occur over most surfaces, with the
general exception of large lakes and oceans.

For this type of flow, the velocity profile is characterized by friction drag gen-
erated at the surface with an intermediate layer where the velocity peaks horizon-
tally, along with gravity and increased advection. At a higher level above the
gravitational flow, shear stress increase mixing and turbulence (Fig. 5.14). As the
air layer descends the horizontal velocity tends to increase.

The virtual potential temperature of katabatic flow is lower on the slope surface
and increases progressively with height (Stull 2000). In the absence of an envi-
ronment mean flow, katabatic winds may reach speeds of 0.5–3.5 m/s (Stull 1994).
When the mean velocity of wind flow increases, gravitational flow velocity can
increase if oriented in the direction of the wind. In contrast, it will decrease if
oriented in the opposite direction, with an eventual suppression of katabatic wind.
(Heilman and Dobosy 1985).

A general equation aligned with the downward slope direction, for character-
izing the dynamics of katabatic winds is (Stull 2000)

@ud
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þ ud
@ud
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þ v
@ud
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Fig. 5.14 Schematic showing katabatic winds along a hillside with slope a (after Stull 1994)
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where ud is the mean wind velocity along the slope, h is the height of the cold air
layer, a the slope angle, CD is the joint drag coefficient caused by slope surface and
by the lower velocity airflow layer and Dh is the potential temperature difference
between the ambient air and air in the katabatic flow. The term I represents
acceleration, II and III, the slope and longitudinal advection transport, term IV the
buoyancy, term V the Coriolis force (at mid-latitude about 10−4 s−1), and VI the
turbulence drag.

Initially, the katabatic wind is mainly influenced by buoyancy (IV) and advec-
tion (II) (Stull 2000). At this stage, the mean velocity ud is given by

ud ¼ gj jDh
h

xsin að Þ
� � 1=2ð Þ

ð5:16Þ

and after a 2nd stage, an equilibrium velocity, ueq, is attained where the gravity
(term IV) is compensated by frictional drag (term VI)

ueq ¼ g
Dh
h

h

CD
sin að Þ

� � 1=2ð Þ
ð5:17Þ

5.7 Descending Winds Under Inversion

Fohen and Bora-type winds are phenomena that can occur in the atmosphere under
conditions of thermal stability (cold air under warm air layer). These winds typi-
cally occur during the winter in temperate zones, under conditions when a synoptic
prevailing wind impacts on isolated or arrayed hills (Stull 2000).

If the height of the hill is higher than the height of the upwind cold air, then the
cold air is retained upwind and does not move uphill. Warm wind above the cold
layer, can jump the hilltop and descend adiabatically, without heat exchange with
the exterior ambient, along the downstream slope. This results in mild winds called
Foehn, typically found in several places in Europe (Fig. 5.15a). If the height zi of
the cold ascending air layer is greater than the height of the hilltop zhill, then a Bora
phenomenon occurs wherein very fast cold winds can move downwards along the
lee side of the hill (Fig. 5.15b). Under this phenomenom, the wind firstly accelerate
in the contraction between the hill and the overlying air layer with a pressure drop,
to P1 (Fig. 5.16) according with the Bernoulli principle. Within the contraction
height, a modified Froude number Fr

* becomes (Stull 1994)

F�
r ¼

�u

NBV zi � zhillð Þ ð5:18Þ

Accordingly, there can be two different types of flow depending on the wind
velocity. For low wind velocities, (Fr

* < < 1) the acceleration over the hill can
move the inversion downward. When the winds are weak, flow separation occurs
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Fig. 5.15 Schematic of descending winds under inversion conditions (cold air under warm air
layer). a Fohen wind, and b cold Bora wind. The solid lines represent streamlines, and the dotted
lines indicate the separation between the layers of warm and cold air (after Stull 2000)

downstream along the hill due to the Bernoulli effect with static pressure drop,
concentration of streamlines, and increase velocity.

In stronger winds (Fr
* = 1) with a strong inversion top, the mixed layer is

transported downward with greater acceleration in a narrow layer of higher velocity
known as downslope windstorm (USA) or Bora (Balkan Peninsula) (Fig. 5.15b).
These gusts can reach speeds of 50 m/s and last for 4–6 days (Stull 1994).

The downstream transport of warm air along the slope requires energy to
overcome buoyancy forces, causing a slight deceleration at the bottom relative to
the hilltop, also reducing the severity and destructive effect of downslope winds.
Katabatic and Bora phenomena correspond to cold downslope winds, although
driven by different processes. The main difference between them, is that Bora
depends on strong winds with higher dimensional scales, associated with
low-pressure zones. On the other hand, katabatic winds are associated with local
thermal stratification in high-pressure zones with mild winds.

In Bora-type flow over hills, the hydrostatic pressure in the warm air layer, P2, is
lower than the pressure at lower levels P1 and pressure at ground surface Psfc at
heights below (Fig. 5.16).

Assuming that pressure P2 is constant along dashed streamline that separates
warm and cold air, it follows that, along the streamline in the location of strong
Bora effect, the lower pressure P2 is getting closer to the ground in comparison with
a top hill so that pressure at the surface downstream of the hill is equal to the
pressure at the top. Compaction of streamlines in cold air layer moving downward
in the hill also contributes to a declining pressure, according to the Bernoulli effect.
Further downstream, the surface pressure is again normal, at level P1 (Fig. 5.16), so
that, according to the same effect, horizontal pressure increases, simultaneously
with a decrease in wind velocity. Under these conditions, the inversion top warm air
rises to the initial height, greater than the hill height, under a swift turbulent jump
termed as hydraulic jump (Fig. 5.16).
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6Heat and Mass Transfer Processes

Abstract

Heat andmass transfer principles, coupledwith themodulation of energy andmass
budgets, were covered in this chapter. Transfer processes regulate a spectrum of
phenomena, such as variations of carbon and water exchanges or sediment
transport. The main topics related to heat conduction were Fourier’s law and the
thermal exchanges in the upper layers of soils, considering their influence in
stationary and transient processes. Natural and forced convection processes were
assessed through empirical parameters, ratios, and equations reflecting the
interactions between fluid mechanics, in air and water, and the transfer of heat,
particles, and molecules. Empirical tools for convection analysis considered the
prevalence of viscous and inertial forces, allowing also estimation of ratio between
depths of thermal and momentum boundary layers in objects. The fundamentals of
radiation emissivity, transmissivity, absorption, net radiation, and radiative spatial
relationships were also considered. The theoretical foundations and environmental
relevance of mass transfer of gases and particles and the importance of Brownian,
viscous, or Newtonian drag were also developed. The associated processes of
creeping, jumping, impaction or wet transfer, dependent on the balance of forces
such as friction, inertia, or gravity through the wind field and transport of
sediments in watercourses were highlighted.

6.1 Conduction

6.1.1 General Principles

Conduction is a key mechanism of heat transfer in environment microsystems. The
biosphere is a heat sink during heating periods (daytime, summer) and a source of
heat during the colder periods (night, winter). Thus, surface organic and inorganic
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materials act as transient thermal reservoirs which attenuate the atmosphere climate
near the ground. In plants and cold-blooded animals, internal energy production is
low, and the organism’s function as passive conductors. Warm-blooded animals
generate large amounts of internal energy and can, in principle, provide thermal
energy to the environment (Lee 1978).

Heat transmission mechanisms involving conduction, convection, and radiation
are key physical processes for the stationary and transient surface temperature
regimes. These processes ensure that physical bodies at different temperatures
transfer heat from the hot to the colder body. These bodies at different temperatures
promote energy transfer from molecules with higher to lower energy levels.

Conduction is the primary way of heat propagation within a body through
internal molecular motion in solids and fluids at rest. Gaseous thermal conduction
involves molecular kinetic energy so that in a given volume at high temperature its
molecules are at higher velocity/speeds than a volume of gas at lower temperatures.
Molecules tend to move between these volumes at different temperatures and
transfer kinetic energy and momentum between them. The mechanism of thermal
energy conduction in liquids is qualitatively similar (Holman 1983), except that the
constituent molecules are closer to each other and the molecular force fields exert a
greater influence on energy exchange during a collision, allowing a greater heat
transfer rate. In good solid conductors, the heat conduction occurs primarily by
transport by free electrons moving between zones at different temperatures. Solids
that are good heat conductors are generally good electrical conductors. Thermal
conduction in solids via vibration of the structure, typical of insulating solids, is not
as efficient as energy transmission by electrons in motion (Holman 1983).

Heat conduction tends to evenly distribute the temperature inside a body.
A temperature gradient in the body leads to an energy transfer from the high to the
lower temperature regions. The process can be modeled using Fourier’s Law
(Eq. 6.2) based on the empirical observation of a one-dimensional stationary heat
flux through a solid body. In general terms, the heat transfer rate in a given direction
per unit area, via solid conduction is proportional to the temperature gradient in the
same direction

q

A
� @T

@x
ð6:1Þ

and introducing a proportionality constant k

q ¼ �kA
@T

@x
ð6:2Þ

where q is the heat transfer rate, A the area perpendicular to the heat transfer
direction, and @T=@x is the temperature gradient in this direction. The positive
constant k is thermal conductivity with Wm−1 K−1 units, and the heat flux is
expressed in Watts. Thermal conductivity varies with temperature and its negative
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sign indicates that the heat flows towards decreasing temperature. Table 6.1 shows
typical values for various materials.

Equation (6.2) can be generalized to a three-dimensional state, per unit area

q ¼ �k
@T

@x
~ex þ @T

@y
~ey þ @T

@z
~ez

� �
¼ �krT ð6:3Þ

where rT is the spatial temperature gradient. Equation (6.3) is enough to char-
acterize the heat conduction under steady-state conditions defined by a constant
temperature at any point in time.

A general equation for analyzing non-stationarity or transient state conditions in
which the temperature of the body is variable with time, or if there are heat sources
or sinks within it, should include these heat transmittance conditions.

Considering an infinitesimal cubic element, the energy balance needs to take into
account that the sum of the energy conducted to the inside through the left side,
�kA @T

@x, with the heat generated inside the element _qAdx, equals the sum of the
internal energy change, q c A @T

@s dx with the energy conducted through the right side

�kA
@T

@x

� �
xþ ds
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@x
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ð6:4Þ

and so,

�kA
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@x
þ _qAdx ¼ q c A

@T
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dx� A k
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@x
þ @

@x
k
@T

@x

� �
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� �
ð6:5Þ

Table 6.1 Thermal
conductivity for some
materials (adapt. Holman
1983)

Material Thermal conductivity (Wm−1 K−1)

Copper 385

Silver 410

Iron 73

Steel 43

Quartz 41.6

Sandstone 1.83

Oak 0.17

Mercury 8.21

Water 0.56

Hydrogen 0.18

Air 0.024

Saturated water vapor 0.0206
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or

@

@x
k
@T

@x

� �
þ _q

� �
¼ q c

@T

@s
ð6:6Þ

where _q is the heat generated per unit volume, c the specific heat of the material,
and q the density.

Equation (6.6) is the one-dimensional heat equation, which can be generalized to
a three-dimensional scale
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If the thermal conductivity is constant, the general equation for heat becomes

@2T

@x2

� �
þ @2T

@y2

� �
þ @2T

@z2

� �
þ q

k
¼ 1

a
@T

@s
ð6:8Þ

where the variable a = k/(qc) is called thermal diffusivity of the material and the
denominator qc, is its thermal capacity. A low thermal capacity represents reduced
energy storage for an increase of the material temperature, and of the transfer to the
exterior. The a value increases with thermal conductivity and decreases with
increasing the thermal capacity.

6.1.2 Heat Conduction in the Soil

Soil surface temperatures vary over space and time. An ideal surface has a uniform
temperature which varies only over time in response to transient energy fluxes. At a
given point, the surface temperature is a function of the energy budget, dependent
on the radiative balance, atmospheric exchange processes near the surface, type of
canopy, and soil top layer thermal properties (Arya 1988).

Other factors that determine soil temperature are the latitude, time of the year,
and time of day. Figures 6.1 and 6.2 show seasonal and daily vertical variability of
soil temperature.

A difference between the surface temperature and air temperature adjacent to the
surface can be established. The latter is measured by automatic weather stations at
heights of about 1–2 m.

The study of vertical heat flow in soil under stationary or transient conditions,
when @T=@t 6¼ 0, is an application of heat conduction principles in Eqs. (6.6) and
(6.8). These equations highlight the need to measure thermal diffusivity. Soil
thermal diffusivity measures its ability to promote the diffusion of thermal effects
controlling the velocity at which heatwaves move vertically and the depth at which
the effect of surface temperature variations is felt.

162 6 Heat and Mass Transfer Processes



In cultivated soil, compaction, texture, composition, and water content vary
vertically, making it thereby difficult to accurately measure the apparent density,
conductivity, and thermal capacity that influence thermal diffusivity. A simple way
to do so involves considering the surface temperature as a sinusoidal function of
time, reflecting a harmonic change of temperature (Chap. 3 and Annex 1) insofar
that the characterization of the thermal wave propagation is (Arya 1988)
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Fig. 6.1 Diagram of seasonal variation of soil temperature (after Hillel 1982)
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Ts:t ¼ T þAssin 2p=Pð Þ t � tmð Þð Þ ð6:9Þ

where T is the surface temperature or mean subsurface temperature, As and P the
amplitude and the period (e.g., daily or yearly) of the surface thermal wave,
respectively, and tm the instant when TsT ¼ T .

The solution to Eq. (6.9) with the boundary conditions such that when z = 0,
T = Ts(t) and z ! ∞, T ! T is given by

T z; Tð Þ ¼ �T þAsexp �z=Dð Þsin 2p=Pð Þ t � tmð Þ � z=D½ � ð6:10Þ

where D known as the damping temperature, is defined as

D ¼ ðPa=pÞ1=2 ð6:11Þ

Figure 6.3 is representative of the vertical temperature variation and the first and
second derivatives of the soil temperature, with a clear vertical variation of tem-
perature in the top layer with a thickness of an order of a few mm.

The duration of the thermal wave in soil remains constant, while its amplitude
decreases exponentially with depth (A = As exp(−z/D)); when z = D, temperature
amplitude of soil is reduced to about 37% of its surface value, and when
z = 3D temperature amplitude is reduced to about 5% of its surface value. The soil
temperature lag increases in direct proportion to the depth and when z = pD the
phase angle is p and there is a reversal of the wave phase. That is, when the surface
soil temperature reaches a maximum, the temperature at z = pD is at a minimum,
and vice versa (Monteith and Unsworth 1991). The time lag between the maximum
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Fig. 6.3 Representative diagram of vertical soil temperature variation and the respective first and
second derivatives (after Monteith and Unsworth 1991)
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and minimum temperature is proportional to the depth z, of the order of (zP/2pD).
Equation (6.10) indicates that the soil maximum temperature corresponds to the
phase angle p/2 and the minimum to −p/2. These results are valid for the propa-
gation of maximum and minimum temperature waves through a homogeneous
medium, only if the thermal diffusivity of the substrate layer remains constant
throughout the entire period and that the surface temperature variation is sinusoidal.
The thickness of the damping layer for an annual thermal wave is of the order of the
product of 3651/2 with the corresponding D. For example, dry sandy soil with depth
D is about 0.082 m for daytime and 1.57 m for the annual wave.

The theoretical heat flux is given e.g. by Arya (1988)

HG ¼ �k
@T

@z

� �
z¼0

¼ 2p
qck
P

� �1=2

Assin
2p
P

t � tmð Þþ p
4

� �
ð6:12Þ

showing that the amplitude of the heat flow is proportional to the square root of the
product of the heat capacity and thermal conductivity and inversely proportional to
the square root of the period. From Eq. (6.12), it can be deduced that the time
instant corresponding to the maximum surface temperature, lagged the corre-
sponding to maximum energy flow by P/8, or by about 3 h during the daytime, and
1.5 months for the year. The real conditions in soil layers differ from theoretical
ones in heat transfer equations above the soil. The daytime variation of soil surface
temperature may deviate from the theoretical wave profile due to factors such as soil
moisture, plant root systems, or factors relating to the water regime such as irri-
gation, precipitation, and evaporation.

6.1.3 Thermal Properties of Soils

The thermal properties of the soil relevant to heat transfer through a particular
medium, and their effect on the temperature distribution are the density, specific
heat, heat capacity and thermal conductivity. Most soils consist of particles of
varying dimensions and materials with a high degree of porosity. This can be filled
by air or water so that the thermal properties vary depending on these factors.
Table 6.2 shows some thermal properties of constituent materials of the soil. The
determination of soil heat flux according to the Fourier Law (Eq. 6.2) is not
practical due to the high atmospheric temperature vertical gradient in the top thin
layer of the soil. The ground heat flux can, however, be estimated at the surface
based on methodologies relying on measurements of soil heat flux with flux plates
(Foken 2017).

The apparent soil density q′ is given by

q
0 ¼ qsxs þ qlxg þ qgxg ð6:13Þ
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where x is the volume fraction occupied by each component and s, l, and g indexes
refer to the solid, liquid, and gaseous soil components. The value of where x for
sandy and clay soils ranges from 0.3 to 0.4, increases with organic matter content,
and is about 0.8 in organic soils. Since the air density is low, the third term on the
right side of Eq. (6.13) can be neglected. The equation for obtaining the apparent
bulk density is no longer strictly linear for moisture saturated swelling soils. If qs
and xs are constant, the bulk density increases linearly with the liquid fraction
(Monteith and Unsworth 1991).

The specific heat of a material c is defined as the heat absorbed or released per
unit mass during a 1 °C change in temperature. The product of mass density and
specific heat is called the specific heat per unit volume (Jm−3 K−1) or thermal
capacity. For a given soil, without swelling, its value is the sum

q0c0 ¼ qscsxs þ qlclxl þ qgcgxg ð6:14Þ

Thermal properties of air and water are temperature dependent as shown in
Table 6.2. Air has a lower heat capacity and thermal conductivity of all-natural
materials, including water which has a heat capacity (4.18 MJm−3K−1). The thermal
diffusivity of the air is high due to its low density. The thermal capacity of soil
increases almost linearly with moisture content (Oke 1992).

The main components of the soil, quartz, and clay have similar densities and
specific heats. However, as quartz has higher thermal conductivity than clay, sandy
soils have higher thermal diffusivities relative to clay.

The specific heat of organic matter is about twice that for quartz, and the density
of organic matter is about half that for quartz density (Table 6.2). As the thermal
conductivity of organic matter is low, soils with high organic content have low
thermal diffusivity.

The volumetric specific heat of soils varies between 0.5 MJm−3K−1and 3.5
MJm−3K−1, and both the heat capacity and thermal conductivity increase with
moisture content. The heat capacity increases linearly with moisture content
(Campbell and Norman 1988) and depends on soil type, being higher in organic

Table 6.2 Thermal properties of some soil materials (adapt. Campbell and Norman 1998)

Material Density (kgm−3) Specific heat
(Jg−1K−1)

Thermal
conductivity
(Wm−1K−1)

Heat capacity
(MJm−3K−1)

Soil minerals
(including clay)

2.85 0.87 2.92 2.31

Quartz 2.66 0.80 8.80 2.13

Organic material 1.30 1.92 0.25 2.50

Water 1.00 4.18 0.56+0.0018 T 4.18

Ice 0.92 2.1+00073 T 2.22–0.0011 T 1.93+0.0067 T

Air (atmos. pres.) (1.29–
0.0041 T) � 10–3

1.01 0.024+0.00007 T (1.3–0.041 T)
10–3
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soils, than for mineral soils. In mineral soils, heat capacity is higher in sandy soils
compared to clay soils. The thermal diffusivity increases with up to 20% moisture
and thereafter decreases (Oke 1992; Arya 1988).

In micrometeorology, soil and ground heat fluxes variations are not taken into
account insofar that the large differences in soil physical properties in scales of 10–
3
–10–2 m are often not considered (Foken 2017). Indeed, e.g., soil thermal con-
ductivity varies over time and space, being dependent on the overall conductivity of
the constituent particles, porosity, and moisture content which are determinant for
short term conductivity variability (Oke 1992). Soil moisture increases the con-
ductivity by coating the individual particles, thereby facilitating contact among the
particles, and by replacing the air with water in porous soils. Water in the soil
surface sublayers attenuates the daytime variation in the temperature regime due to
increased surface evaporation, as well as the increased heat capacity and thermal
conductivity, as previously mentioned. In moist soil without canopy cover, a large
fraction of the radiation balance is used up in the initial evaporation, after which the
thermal capacity of the remaining water also contributes to the reduction in soil
heating due to incident radiation (Oke 1992; Arya 1988).

The on-site measurement of soil surface temperature is complicated by the
high vertical and horizontal air temperature gradients close to the ground which are
difficult to detect due to factors such as finite sensor size. Remote sensing is another
methodology for measuring surface temperature when the surface emissivity is
known. An example is a radiometer facing the ground, which records long-
wavelength radiation flux emitted from the surface, using the Stefan–Boltzmann
equation defined in Eq. (6.60) (Arya 1988).

Biological processes are dependent on soil temperature, examples of which are
seed germination, and the development of root systems influencing plant growth. In
practice, it is difficult to study fauna and flora in undisturbed soil or monitor the
development of an undisturbed root system and then quantify its physiological
responses to temperature gradients (Monteith and Unsworth 1991). There are,
however, empirical ways to improve soil thermal regime, including the use of straw,
peat or biochar acting as insulation and reducing heat losses in winter, or covering
soils with dark polyethylene to increase surface heat.

During the day, the ground surfaces including plants and urban areas are heated
by the incoming solar radiation. Vegetation canopy also attenuates the daytime
amplitude of surface temperatures. Some of the incident solar radiation is inter-
cepted by the canopy, reducing the surface radiation intensity, thereby dampening
the soil temperature regime. At night, surface radiative cooling is also reduced by
downward long-wavelength radiation emitted by vegetation and the surface is also
cooler than the air and the deeper soil layers (Arya 1998; Foken 2017).

The biosphere thermal capacity above the soil is relatively low so that thermal
storage of solar radiation occurs primarily in soils, rocks, and aqueous substrates.
For example, the thermal storage rate in a 1 m layer of humid soil is about 1.7 times
higher than for forest canopy 20 m in height and with 500 m3 ha−1 biomass content
(Lee 1978).
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6.2 Convection

6.2.1 General Principles

Convection involves heat transfer caused by a moving fluid in contact with a warm
surface, which then warms further, becomes less dense, and rises by buoyancy.
Such a process involving the movement of different density fluids is referred to as
free or natural convection. Heat transfer by forced convection occurs when the fluid
movement is mechanical, e.g., under atmospheric wind or mechanical ventilation.
This happens, for example, when a heated metal plate cools more rapidly when
placed in front of a fan than when exposed to still air. In both cases, heat trans-
mission between the solid surface and the fluid takes place by instantaneous contact
between the surface molecules and those in the adjacent fluid. If convective heat
through a fluid causes a change in temperature, sensible heat is transferred. Sensible
heat is transported, for example, from a hot to a cooler surface, by turbulent eddies
and released into the surrounding atmosphere after mixing. Latent heat is trans-
ferred if, in the absence of a temperature change, convection causes a change in the
state of a substance (e.g., liquid to vapor), Latent heat can be released into the air
from humid air mass which condenses with the formation of clouds.

Heat convection in environmental systems occurs with the displacement of the air
in the active surface close to the ground. This can be soil or another solid surface,
e.g., a layer of vegetation where solar radiation is absorbed. The active surface is the
atmospheric layer where the main radiation exchanges occur. It is usually warmer
than the ambient air during the daytime with positive radiation balance and colder
than the air during the night-time with negative radiation balance.

It is well-known that fluids provide resistance to flow over a flat surface due to
drag resistance to movement between fluid layers. This resistance is stronger in
lubricating oils than in water. Viscosity (Chap. 2 and Annex II) is used to quantify
flow resistance between the various layers and between the fluid and contact sur-
face. Although less apparent in gases, this property is common to both liquids and
gases. Viscosity is the motion quantity that corresponds to flow velocity (Holman
1983). In laminar flow, fluid molecules move from one layer to another, trans-
porting motion corresponding to the velocity flow. Fluid motions are transported
from high to lower velocity zones, generating shear stress in the flow direction.

The dynamic or absolute viscosity l, in Nsm−2 units, is defined as the propor-
tionality constant between the vertical gradient of horizontal velocity and the
induced shear stress. The kinematic viscosity, m, is defined as

m ¼ l=q ð6:15Þ

with m2/s units, where q is the fluid density.
When a fluid flows over on a flat surface at temperature Tf, and velocity vf, the

particles in contact with the surface remain fixed due to viscosity and retard the
movement of adjacent fluid layers located at higher levels (Chap. 2 and Annex II).
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The region where the viscosity is felt is called the flow boundary layer (Figs. A2-7
and A2-8, Annex II). The thickness of the boundary layer is defined by the vertical
ordinate which corresponds to particle velocity of about 0.99 of the flow velocities.
Under the described conditions, the flow becomes irregular and disordered at a
distance, Dt, from the point of contact with the flat surface. The flow evolves from
an ordered laminar to a turbulent state in which fluid particles move randomly.
A common dimensionless parameter that quantifies the laminar or turbulent of flow
is called the Reynolds number, Re, given by the following expression:

Re ¼ qUeDhr

l
ð6:16Þ

where Ue is the flow velocity outside the boundary layer fluid and hr the length of a
flat plate exposed to flow, e.g., in boundary layers. Re expresses a ratio between
inertial and viscous forces allowing to quantify the laminar or turbulent status of the
flow.

The Reynolds number is the main parameter used to evaluate the transition
between laminar and turbulent flow regimes. This transition occurs for Reynolds
numbers between 103 and 106, depending on the surface roughness and homo-
geneity of the original flow, with a mean value of 5 � 105 (Holmes 1983).

Fluid film in contact with the surface is an integral part of the laminar sublayer
where heat transfer takes place mainly via conduction. If the temperatures of the
plate Tp and the fluid Tf are different, for example, if Tp > Tf, heat will be trans-
mitted through conduction by molecular diffusion to fluid particles in contact with
the plate. There will also be heat convective transfer among fluid particles moving
above the laminar sublayer. Convection occurs through turbulent diffusion and
mass exchange (Chap. 2), according to flow-gradient principles, resulting in the
formation of a turbulent thermal boundary layer. The temperature of the particles in
this boundary layer lies between that of the surface and the external fluid. Under
turbulent flow, increasing the vertical component of the fluid velocity will increase
the heat transfer rate in this layer. The thickness of the thermal boundary layer is
defined as (Tp−T)/(Tl−Tf) = 0.99 where T is the air temperature at the top of the
thermal boundary layer.

As mentioned in Chaps. 2 and 3, the turbulent flow region is not made up of
distinct fluid layers because turbulence concerns macroscopic volumes of fluid
masses, transporting energy and momentum, as opposed to microscopic transport
based on individual molecules. This heat turbulent flow is dependent on factors
such as the difference in temperatures, fluid velocity, and surface roughness.

It can be inferred that in a flat plate, the thickness of the laminar boundary layer,
dl, is related to the distance to the initial flow point, Dl (Holman 1983; Mimoso
1987)

dl � 5DlRe
�1=2 ð6:17Þ
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On the other hand, the thickness of the thermal boundary layer in laminar flow
dtl, is related to the distance to the initial flow point, Dtl, according to the expression
(e.g. Özisik 1990)

dtl � 5:5DtlPr
�1=3Re�1=2 ð6:18Þ

where Pr is the Prandtl number defined as

Pr ¼ m
a
¼ l=q

k=q cp
¼ cpl

k
ð6:19Þ

which is the ratio between the molecular diffusivity of linear momentum and heat
molecular diffusivity. The Prandtl number is the ratio between the viscous forces that
retard flow, giving rise to the flow boundary layer, and the thermal conductivity,
representing thermal diffusivity that gives rise to the thermal boundary layer. Thus,
the Prandtl number can be regarded as the ratio between the thicknesses of the two
boundary layers. Equations (6.17) and (6.18) show that in laminar flow, both layers
grow proportionally toD1/2 and, for a given fluid at a given point, the thickness of the
thermal boundary layer will be greater (or smaller) than the thickness of the boundary
layer, depending on whether the Prandtl number is smaller (or larger) than the unity.

On a flat plate, assuming turbulent flow (Re between 104 and 107) shortly after
contact between the fluid and the flat surface, the thickness of the turbulent
boundary layer dt, in analogy with the thickness of the thermal boundary layer is
given by (Holman 1983; Mimoso 1987)

dt � d ¼ 0:38DtRe
�1=5 ð6:20Þ

showing that boundary layer thickness increases in proportion to x4/5, which is
faster than the boundary laminar layers (Eqs. 6.17 and 6.18). Heat transfer in the
thermal laminar boundary layer is slower than in the turbulent boundary layer,
because as aforementioned, turbulent eddies promote greater homogeneity of the
air between the warm and cooler zones.

The transfer rate of sensible heat from a flat surface to a fluid dq/dt, is given by
(Lee 1978; Gates 1980)

dq

dt
¼ hcADT ð6:21Þ

where A is the surface area, DT the temperature difference between the surface and
the fluid, and hc the surface heat transfer coefficient (Wm−2K−1). In the fluid layer
adjacent to the surface (e.g., a vegetable leaf) under laminar flow heat is transferred
by conduction
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dq

dt
¼ �kA

dT

dy

����
y¼0

ð6:22Þ

where k is t fluid thermal conductivity. An estimate of h is based on assuming that
the heat flux emerging from the laminar boundary sublayer from thermal conduc-
tion is equal to the convective flow of the thermal boundary layer to or from the
exterior

dq

dt
¼ �kA

dT

dy

����
y¼0

¼ hcADT ð6:23Þ

Applying Eq. (6.21) to the thermal boundary layer with depth, dT:

H ¼ 1
A

dq

dt
� k

Ts � Ta
dT

¼ hcðTs � TaÞ ð6:24Þ

where H is the sensible heat transfer per unit area. Thus

hc ¼ k

dT
ð6:25Þ

At 20 °C, the thermal conductivity for air, k, is approximately 25.7 � 10–
3 W m−1K−1, and considering a thermal boundary layer 1 cm thick, the hc value is
2.51 Wm−2K−1. In the biosphere, convective heat coefficient for common objects is
of the order of 4.19 Wm−2K−1, for a thermal boundary layer thickness of about
6 mm (Gates 1980).

The convective heat transfer rate varies between adjacent points, so that the
mean convective heat transfer coefficient hc, is

hc ¼
ZZ

A
hc dA ð6:26Þ

The heat transfer coefficients for convection can be obtained by dimensional
analysis, or directly from laboratory measurements. For example, plant leaves can
be considered as flat surfaces so that the heat transfer coefficients can be obtained
using the same principles. Tree trunks and branches can be considered cylindrical
for heat transfer analysis and many animal species can be considered spherical.
However, surfaces of other objects in the biosphere may take on more complex
forms and require extended analysis that goes beyond heat transfer basics.

For any object in a fluid, the heat transfer coefficient is a function of many
different variables, such as size, shape, object orientation, viscosity, specific heat,
laminar or turbulent nature of the flow, etc., all of which have a bearing on fluid
properties. Many of the variables involved in the heat transfer process can be
combined into dimensionless groups with functional relationships among them.
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Heat transfer principles between different fluids are similar, even though different
heat transfer rates vary between each other. There are fundamental relationships
between various dimensionless groups that make possible generalizations of the
heat transfer rate between an object and a fluid (Gates 1980). Dimensional analysis
is the method used for deducing dimensionless groups. Equations relating to con-
vective transfer coefficients, hx, can be as follows (e.g., Mimoso 1987; Fox and
McDonald 1985):

hx ¼ f ðj1; j2; j3; . . .. . .; jnÞ ð6:27Þ

where the coefficients, ji, are representative of independent factors.
The previous equation can be written as

hx
f ðj1; j2; ::; jnÞ ¼ 1 ð6:28Þ

or:

FðJ1; J2; . . .. . .:; JkÞ ¼ 0 ð6:29Þ

where J1, J2,…….,Jk (k < n) are sets of independent variables that form groups or
dimensionless numbers. The dimensionless formulations for forced and natural
convection are different, giving compact expressions, valid for any of the inde-
pendent variables, provided that the quantitative similarity relationships between
these variables are maintained throughout (e.g., Fox and McDonald 1985; Mimoso
1987).

6.2.2 Forced Convection

6.2.2.1 Dimensionless Parameters
Forced convection relates to heat transfer caused by fluid in motion induced by an
external effect. The heat transfer coefficient by forced convection, hc, is a function
of a variable relating to the object, e.g., the characteristic dimension D on a flat plate
(abscissa in Fig. 6.4) or cylinder, or dimensionless variables, linking several object
variables, for example, the ratio between length and width of a flat surface. A set of
five variables related to the fluid are (Gates 1980): flow velocity Va, thermal con-
ductivity k, density q, dynamic viscosity l, and kinematic m, and the specific heat at
constant pressure cp. The three dimensionless groups derived from these variables
are the Nusselt Nu, Reynolds Re, and Prandtl Pr, numbers.

Experimental data can be grouped into dimensionless groups, such as the
Nusselt number, defined as
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Nu ¼ hc D

k
ð6:30Þ

From Eq. (6.25), we can derive

Nu ¼ D

dt
ð6:31Þ

where the Nusselt number becomes the ratio between the characteristic dimension
of the object and the thickness of the thermal boundary layer. Equation (6.30)
allows interpreting Nu as the ratio between convective heat transfer from a surface
and the conductive flow through a fluid plane, per unit of the characteristic
dimension.

Equation (6.24) can also be written as

H ¼ hc Ts � Tað Þ ¼ kNu

D
Ts � Tað Þ ð6:32Þ

From the knowledge of the Nusselt number (Eq. 6.30) in conjunction with
Eq. (6.32), it is possible to determine the convection coefficient and the sensitive
heat transfer, under conditions of forced convection.

Based on the heat transfer by convection theory, the following general rela-
tionship can be determined (Gates 1980):

Nu ¼ f ðRe;PrÞ ð6:33Þ

Physical properties of water and air, the most important fluids in environmental
physics, allow to obtain their dimensionless flow parameters. For air at 20 °C,
thermal conductivity k, is 25.7 � 10–3 Wm−1 K−1, kinematic viscosity m is
15.3 � 10−5m2s−1, dynamic viscosity l, equals 18.2 � 10–6 Nsm−2, the specific
heat at constant pressure cp, is 1.01 � 103JKg−1K−1, gravity acceleration is
9.8 ms−2, and the volumetric expansion coefficient, b, is 3.67 � 10−3 K−1. Using

Fig. 6.4 Aerodynamic and thermal boundary layers on a flat plate under laminar flow (after
Mimoso 1987)
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these values, the Nusselt, Reynolds, and Prandtl numbers for air are given by the
following expressions (Gates 1980):

Nu ¼ 38:9 hcD ð6:34Þ

Re ¼ 6:54� 104UD ð6:35Þ

Pr ¼ 0:72 ð6:36Þ

where U is the wind velocity ranging from 0.1 to 10 ms−1 and D is the charac-
teristic dimension which for many living organisms varies between 10–3 to 1 m.

Similarly, for water at 20 °C, k is 59.9 � 10−2Wm−1 K−1, m is
10.05 � 10−2m2s−1, l is 10.05 � 10–2 Nsm−2, cp is 41.8 � 102 JKg−1K−1, gravity
acceleration is 9.8 ms−2, and the volumetric expansion coefficient b, is 41.9 �
10−4K−1. Nusselt, Reynolds, and Prandtl numbers are defined as follows:

Nu ¼ 1:67hcD ð6:37Þ

Re ¼ 99:5UD ð6:38Þ

Pr ¼ 701 ð6:39Þ

Unlike air, the Prandtl number for water varies considerably with temperature
and cannot be considered as constant (Gates 1980).

6.2.2.2 Forced Convection in Laminar and Turbulent Regimes
on Flat Plates

Heat transfer coefficients of forced convection for laminar fluid flow, on a flat
surface, can be obtained from experimental and theoretical data. On flat surfaces,
conditions of constant temperature with variable heat flux differ from those of
constant heat flux with varying temperatures. An expression generally used for the
average Nusselt number, on a flat surface and forced convection in laminar flow and
constant temperature is (Holman 1983)

Nu ¼ 0:34Re1=2Pr1=3

1þ 0:468
Pr

� �2=3h i1=4 for RePr[ 100 ð6:40Þ

Using Pr values for air and water at 20 °C, given by Eqs. (6.36) and (6.39), the
simplified equations for the heat transfer coefficient to forced convection, in laminar
flow at a constant temperature on a flat surface, for air and water at 20 °C are,
respectively (Gates 1980)
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�hc ¼ 3:93
V

D

� �0:5

ð6:41Þ

and

hc ¼ 357
V

D

� �0:5

ð6:42Þ

The general expression for the average Nusselt number on a flat surface and
forced convection in laminar flow and constant heat flux conditions, pertinent to
biological processes, for RePr > 100, is Holman (1983)

Nu ¼ 0:46Re1=2Pr1=3

1þ 0:02
Pr

� �2=3h i1=4 ð6:43Þ

Constant heat flux predominates in situations in which weak heat conductors,
e.g., vegetable leaf surfaces are exposed to a uniform radiation flux. Other strategies
for estimating the Nusselt number are given in references such as Monteith and
Unsworth (1991). Simplified equations, equivalent to Eqs. (6.41) and (6.42), for
heat transfer coefficient under conditions of laminar flux and constant heat flux on a
flat surface, for air and water at 20 °C, respectively, are

hc ¼ 5:37
V

D

� �0:5

ð6:44Þ

and

hc ¼ 488
V

D

� �0:5

ð6:45Þ

In general, the airflow is laminar on a flat plate near the contact end with the flat
plate, becoming turbulent downstream in the plate. Incident airflow, under condi-
tions of air mixing, over vegetation bodies with highly irregular geometries such as
leaves and branches, will be turbulent. If the mean flow and the obstacles are flat
and the air velocity is low, then the flow will remain laminar well after contact with
the surfaces (Gates 1980).

With small leaves and calm air, Reynolds number is, as aforementioned, fre-
quently used to measure the transition between laminar and turbulent flows.
Experimental data on smooth flat plates, cylinders, spheres, etc., for critical tran-
sition, give Re of 5� 105. Literature values for the Re vary between 103 and 106.
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Using the definition for Reynolds number and a transition Re of 5� 105, pro-
vides a distance de for the initial contact zone of the flat plate

de ¼ 5� 105l
qV

ð6:46Þ

Equation (6.46) shows that on flat surfaces in natural environments, the turbu-
lent flow is the rule and laminar flow only occurs in a small initial area.

The flow will be laminar over plant leaves at low wind velocities and low
Reynolds numbers, whereas turbulent flow predominates at higher wind speeds. In
general, the laminar flow will prevail on small plant leaves. On the other hand, the
flow will be turbulent on leaves longer than 5 cm with wind velocities >3 ms−1.

The approximate expression for the Nusselt number on a flat plate under tur-
bulent flow conditions is (Mimoso 1987)

Nu ¼ 0:029Pr1=3Re4=5 ð6:47Þ

assuming 0.6 < Pr < 60, and that the flow becomes turbulent at a distance de, about
0.05 of the flat surface lengths. Equation (6.47) can be simplified (Gates 1980)

Nu ¼ 0:032Re4=5 ð6:48Þ

The equations for the heat transfer coefficient in a turbulent regime, for air and
water at 20 °C, are respectively

hc ¼ 5:85V0:8D�0:2 ð6:49Þ

and

hc ¼ 76V0:08D�0:2 ð6:50Þ

In general, at wind velocities below 1 ms−1, the laminar convective transfer
coefficient is greater than the corresponding turbulent one, except for leaves and
larger flat plates (Gates 1980).

6.2.2.3 Forced Convection in Cylinders and Spheres
Many objects and organisms studied in environmental physics are either cylindrical
or spherical in shape, as is the case with trunks, branches, or animal bodies. Fluid
flow in spherical and cylindrical objects is more complex than on flat surfaces, due
to wake formation because of boundary layer separation in the area opposite the
contact point. Flow on a cylindrical object or spherical object creates a stagnation
point (Annex II) at the most exposed flow point, forming a thin laminar boundary
layer and an adverse pressure gradient as well. This thin layer contours the circular
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cross-section to about 90° and the adverse pressure gradient is formed outside the
boundary layer where viscosity is negligible.

The pressure gradient is established by analogy with the flow in the absence of
viscosity, in which the velocity corresponds to pressure decreases and flow sepa-
ration, leading to a wake. The complexity of convection lies in the fact that wake
turbulence promotes recirculation of the fluid and is not very effective in trans-
ferring heat.

In these objects, for Pr = 0.71 (constant for air), the expression for the Nusselt
number is Monteith and Unsworth (1991)

Nu ¼ ARen ð6:51Þ

where A and n are constants, dependent on the Reynolds number and object
geometry. The characteristic dimension for spheres and cylinders is the diameter,
although, for irregular animal bodies, it can be more appropriate to apply the
volume cubic root (Monteith and Unsworth 1991). The sensible heat transfer rate
from a sphere is always higher than for a cylinder with the same diameter, so that a
factor of 1.5–1.8 is used (Gates 1980). Table 6.3 gives values of the constants A and
n for different ranges of Re with different geometries.

After estimating the heat transfer coefficient by convection hc and the Nusselt
number (Eqs. 6.30 and 6.51), the convective flow of sensible heat can be calculated
with Eq. (6.32).

6.2.3 Free Convection

Free convection occurs when an object is warmer or cooler than the surrounding
fluid. In free convection, heat transfer depends on the fluid circulation caused by
differences in density associated with temperature gradients and the viscosity. In the
field areas which are large enough for convection to develop above them, e.g., in
horizontal scales >200 m, free convection can be detected through aircraft mea-
surements through the depth of adjacent atmospheric boundary layer (Foken 2017).

Table 6.3 Nusselt numbers
for air under forced
convection (adapt. from Lee
1978)

Surface/Re range Nu

Plate

(a) Re < 2(104) 0.6 Re0.5

(b) Re > 2(104) 0.032 Re0.8

Cylinder

(a) 10–1 < Re < 103 0.32 + 0.51 Re0.52

(b) 103 < Re < 5(104) 0.24 Re0.60

Sphere

(a) Re < 300 2 + 0.54 Re0.5

(b) 50 < Re < 1.5(105) 0.34 Re0.36
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On a vertical plate at a temperature Ts, higher than temperature Ta, of the air in
contact, heating occurs by conduction of the air layer in contact with the plate, so
that it becomes less dense, rises, and heats the upper layers. This process is repeated
as long as the plate temperature is higher than that of the air. The velocity profile in
this boundary layer differs from the velocity profile in the forced convection
boundary layer (Holman 1983). At the wall surface, the velocity is zero, increases to
a maximum, and then decreases to zero at the boundary layer frontier. Also, in this
case, the boundary layer is initially laminar, evolving into a disordered turbulent
regime and at a certain distance from the plate contact surface.

Under free convection, the flow and thermal boundary layers are of equivalent
thicknesses, and therefore, the Reynolds number cannot be used as a separation
criterion, unlike forced convection. That is, the air surrounding the boundary layer
is stationary and so there is no characteristic velocity for comparison (Holman
1983) (Fig. 6.5).

In free convection, a range of dimensionless variables is required representing
the ability of a volume of warm or cold air to rise (or descend) in the surrounding
environment. The set of variables involves the difference in temperature between
the surface and the fluid, the thermal expansion coefficient b, and the gravity
acceleration g. Dimensional analysis now provides the Grashof number Gr, nec-
essary for process characterization

Gr ¼ gbq2DTD3

l2
ð6:52Þ

where D is the characteristic dimension of the surface.
The Grashof number approximates the ratio of ascending or descendant forces

due to changes in density and viscous forces. In vertical or horizontal flat plates, if
the Grashof number is above the 2 � 107 threshold, forces causing the density
differential will predominate and flow may become turbulent (Gates 1980). If the
Grashof number is less than the threshold, viscous forces will induce laminar flow.

Fig. 6.5 Schematic of flow
under natural convection
conditions on a vertical flat
plate (after Mimoso 1987)
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The results of the dimensional analysis for free convection give a general
expression of the type

Nu ¼ fðGr;PrÞ � BGrm ð6:53Þ

where B and m are empirical constants (Monteith and Unsworth 1991). Table 6.4
provides values for B and m for air under several ranges of Gr for different
geometries. Equations (6.30) and (6.32) that were used to obtain coefficients for
convection and transfer of sensible heat can now be applied to free convection.

Considering their physical properties at 20 °C, the Grashof number can be
simplified to obtain the following equations for air and water, respectively (Gates
1980):

Gr ¼ 15:4� 107DTD3 ð6:54Þ

Gr ¼ 4:07DTD3 ð6:55Þ

The separation between free and forced convection can be determined from the
ratio Gr/Re

2 (Lee 1978; Gates 1980) between flow buoyancy and inertial forces.
Available data indicate that natural convection predominates when Gr exceeds 16
Re2 and that forced convection predominates when Gr is <0.1 Re2 and that forced
convection predominates when Gr is <0.1 Re2. As a rule of thumb, air velocity
equal to or >0.1 ms−1, favors forced convection whereas lower air velocity con-
ditions tend to promote free convection (Gates 1980).

Table 6.4 Nusselt numbers
for forced convection in air
(after Lee 1978)

Surface/Re range Nu

Laminar flow

(Gr0.25 = 3.54d0.75DT0.25)

Vertical plate (Gr < 105)

Upper surface 0.50 Gr0.25

Lower surface 0.23 Gr0.25

Cylinder (104 < Gr < 109)

Horizontal 0.48 Gr0.25

Vertical 0.58 Gr0.25

Sphere (Gr < 109) 2 + Gr0.25

Turbulent flow
(Gr0.33 = 5.4d0.75DT0.33)

Horizontal plate (Gr > 105) 0.13 Gr0.33

Horizontal cylinder (Gr > 109) 0.09 Gr0.33

Vertical plate and cylinder (109 < Gr < 1012) 0.11 Gr0.33
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6.3 Radiation

6.3.1 General Principles

All matter emits energy as radiation in the form of moving electromagnetic waves.
In contrast with convection and conduction, which require a natural body, radiation
may also be transmitted in a vacuum. Radiation energy is transported by photons,
with properties like particles and waves (Oke 1992).

Photons move at the speed of light which in a vacuum is 3 � 108 ms−1. The
ability to emit and absorb radiation is intrinsic to solids, liquids, and gases, asso-
ciated with changes in the electromagnetic energy state of atoms and molecules.
These changes represent possible changes in the energy state of their electrons,
which are converted into radiation emission at specific or ranges of frequencies.
Molecular changes of the electromagnetic spectrum corresponding to vibration and
rotation of atoms resulting in different energy states, so that radiation can be emitted
or absorbed over a wide frequency range forming spectral bands (Monteith and
Unsworth 1991).

Photons are discrete quantum quantities proportional to radiation frequency m, or
the inverse of the wavelength 1/k. The proportionality constant h, known as
Planck’s constant, is 6.626 � s 10−34 Js is a universal property of matter. The
frequency and wavelength of the radiation vary with the state and properties of the
emitting body (solid, liquid, or gaseous), related by the equation

c ¼ k m ð6:56Þ

where c is the velocity of light (3 � 108 ms−1, in a vacuum). A quantum of energy
Q = h m (about 4.2 � 10–19 J at k = 0.5 lm) is very small, so that the radiative
energy is expressed in terms of multiples of Avogadro’s number (6 � 1023),
denoted Einstein or quantum mole.

Surfaces emit radiation proportional to the fourth power of their absolute tem-
perature (Eq. 6.59). The amount and type of radiant energy emitted from a surface
per unit time and per unit surface area depending on the nature of the surface and its
temperature. At low temperatures, surfaces emit radiation in the infrared (IR) range,
and a surface at a higher temperature, such as an incandescent filament of a tungsten
lamp, emits radiation at lower wavelengths such as in the visible spectrum (0.38–
0.76 lm), as well as the near ultraviolet (UV).

Radiative flux emitted by a body is determined by its surface properties. The
radiation is emitted over a wide range of frequencies and wavelengths and the
magnitude of the flow, for a given wavelength is determined by the relative effi-
ciency or e, the emissivity of the radiant surface (Lee 1978). Photons are emitted or
absorbed due to discrete energy transitions in the middle of emission or absorption,
and each transition produces photons at a discrete wavelength (Campbell and
Norman 1998). If there are an infinite number of transitions over the entire elec-
tromagnetic spectrum, then a black body will be a perfect emitting or absorbent of
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all the radiation at a given temperature. A perfect black body absorbs all incident
radiation at all wavelengths. The blackbody concept deals with theoretically ideal
radiative characteristics for comparison with the radiative characteristics of real
bodies. About 99% of black body emissions at surface temperatures of the earth and
sun of 300 and 6000 K, corresponds to the wavelength ranges of 0.2–4 lm and 4–
100 lm, denoted short and long-wavelength radiation, respectively.

In an empty space or homogeneous medium, radiation propagates linearly and
energy from a given point reaches an area A, so that the flux per unit area Ei,
decreases with the inverse square of distance d, from the source (principle of the
inverse square). The product EiAi is constant and E1d22 ¼ E2=d21 . The concept of
point radiation is a theoretical abstraction when the source is small relative to the
distance traveled as is the case of the sun in relation to the earth’s distance.

The radiant energy incident on a surface is either reflected, absorbed, or trans-
mitted. At a given wavelength, the reflectivity q(k), absorptivity, a(k), and trans-
missivity, s(k), are the ratios of the radiation reflected, absorbed, and transmitted
and the incident radiation, respectively. At a given wavelength, or on the average
across the spectrum, q (k) + a (k) + s (k) = 1 and for a blackbody at all wave-
lengths, q(k) = s(k) = 0 and a(k) = 1.

When transmissivity is zero, a body is referred to as opaque. For many natural
surfaces such as soil, water, and vegetation, it can be assumed that the emissivity is
one for wavelengths between 4 and 100 lm, at typical earth surface temperatures.
Snow is a black body as it emits radiation within this range regardless of the range
of the reflected solar radiation, due to its white color.

An object in a sealed vacuum container has a thermal equilibrium so that
radiation absorbed at a given wavelength a(k), is equal to the energy emitted at this
wavelength e(k) (e.g., Monteith and Unsworth 1991).

Planck’s Law describes the distribution of radiant energy emitted by a black
body per wavelength unit Ek, as a function of the surface temperature and wave-
length (Lee 1978)

Ek ¼ 3:74ð108Þk�5

expð1:44=kTÞð Þ � 1
ð6:57Þ

expressed in KWm−2 lm.
Wien’s Law defines the maximum emission wavelength by a black body, as a

function of its temperature, simplified as Lee (1978)

kmaxT ¼ 2898 lmK ð6:58Þ

Accordingly, Wien’s Law establishes the wavelength at which the energy
emitted Ek is at a maximum, kmax, being inversely proportional to temperature. The
kmax value is about 0.48 lm, for solar radiation at a surface temperature of about
6000 K, and 9.7 lm for terrestrial radiation (at about 300 K) (Monteith and
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Unsworth 1991). The ratio between Ekmax values for solar and terrestrial radiation is
about 3.2 � 106.

The Stefan–Boltzmann’s Law indicates that the emissive power of a black body
(Wm−2) is proportional to the fourth power of its absolute temperature

Eb ¼ rT4 ð6:59Þ

where r is the Stefan–Boltzman’s constant equal to 5.673 � 10–8 Wm−2 K−4.
A gray body does not emit radiation with total efficiency at all wavelengths, in
which case Eq. (6.59) must include the emissivity coefficient e, ranging between 0
and 1

Eg ¼ erT4 ð6:60Þ

Kirchhoff’s Law indicates that if a gray body is suspended in space, surrounded
by a black body at a constant temperature, thermal equilibrium implies equality
between the energy emitted by the gray body and the energy absorbed by the black
body (Lee 1978)

aEb � eEb ¼ 0 ð6:61Þ

where a (k) and e (k) are the absorptivity and emissivity coefficients of the gray
body at a given wavelength k. It follows that:

Ebða� eÞ ¼ 0 or a ¼ e ð6:62Þ

Kirchhoff’s Law means that the absorptivity and emissivity coefficients at a
given temperature and wavelength are equal. A good absorber body will also be a
good emitter. Kirchhoff’s Law is only valid for bodies at similar temperatures and
with absorptivity and emissivity coefficients of the same magnitude (Lee 1978).

In real bodies, the absorptivity of the surfaces varies depending on the wave-
length of the incident radiation, the angle of incidence, and temperature. A com-
parison made between the absorptivity of two surfaces painted white and black as a
function of the wavelength of the incident radiation (Mimoso 1987) shows that the
absorptivity of the black body is always higher by about one. For the white painted
surface, it varies from 0.1 in the visible range because of the reflection of radiation
to 0.98 in the infrared range, as all the radiation emitted by a body at room
temperature is absorbed (wavelength greater than 3 lm). The roughness and surface
finish are also elements that influence absorptivity. The absorptivity of a metallic
mirrored surface is practically zero and increases with surface roughness. The
corresponding absorptivity for this oxidized surface is >0.9.
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6.3.2 Spatial Relationships

Radiant energy rays emitted from a point source (Wm−2) passing through a
homogeneous medium are parallel over a circular section if the linear characteristic
dimension of this section is small relative to the distance to the emitting source.
This principle applies to the sun rays relative to the earth–sun length. Irradiance and
emittance can be used to evaluate the radiative balance of surfaces. The irradiance J,
of a surface, is the total power incident on the surface per unit area. The emittance
of a surface is the radiant energy emitted per unit of time and per unit area. The
reflectivity of a surface of q (k) is defined as the ratio between the incident and
reflected flux at the same wavelength. If reflectivity q, has a unit value, the body is a
perfect reflector.

The reflected radiation depends on the surface properties of the bodies, which
can be specular or diffuse. For specular reflective surfaces a radiative beam with an
incidence angle w, relative to the reference, is reflected at the same angle (−w).
Often natural surfaces act as diffuse reflectors, scattering fractions of the incident
radiation in all directions. According to the Lambert cosine law, the scattered
energy is independent of the angle of incidence, but the radiant flux reflected from a
given surface is proportional to cos w.

The reflection at the surface of a natural body depends on the surface structure
and its electrical properties (Monteith and Unsworth 1991). In general, natural
surfaces (e.g., water, leaves, or smooth surfaces) are diffuse reflectors, when the
zenith angle (defined between the direction of the solar rays and the normal to the
location) is <60º to 70º. Specular reflection predominates when the angles are
higher, as specular reflectors absorb less radiation than diffuse reflective surfaces.

The interception of direct sunlight causes great seasonal, daily, and spatial
variability in radiation regimes. An opaque body in the sun’s path casts a shadow,
changing the radiative climate over this area. The local topography, canopy density,
as well as other natural bodies, introduce light and shade patterns which are surface
energy sources and sinks, influencing biological processes (Lee 1978). The shadow
area on a horizontal surface, Ah, multiplied by the horizontal flux density of direct
radiation, Sb, equals the total flux intercepted by the body, and

Sb1 ¼ Ah

Ab
Sb ð6:63Þ

where Sb1 is the radiative density flux mean over the body area, Ab. The Ah/Ab ratio
is the shape factor which can be determined geometrically for real forms, which are
representative of natural irregular shapes. For example, tree needles, trunks, and
many animals can be regarded as vertical or horizontal cylinders. Plant leaves are
considered flat, whereas tree canopies can be spherical or conical surfaces.

For simplified calculation of the shape factors, consider two gray bodies with
surface infinitesimal elements dA1 and dA2, having normal unit vectors n1 and n2,
as shown in Fig. 6.6. The surfaces are diffuse reflecting radiation in all directions.
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The dA1 element emits radiation in all directions ðemission angle, h1
�� ��\90�Þ

and a part of the emitted radiation is intercepted by the dA2, at an angle h2
�� ��, with

the vector n2. The radiation flux, dq1!2, from dA1 to dA2 is proportional to the
apparent area of dA1 seen from dA2, and inversely proportional to the square of the
distance separating the two infinitesimal elements

dq1!2 ¼ K 0
1dA1 cos h1dA2 cos h2

r2
¼ K 0

1dA1 cos h1dx12 ð6:64Þ

where K 0
1 is a proportionality constant and dx12 the solid angle, expressed in

steradians, defined as the ratio between the apparent area dA2, viewed from dA1, and
the square of the distance separating the two elements. This angle delimits conical
or pyramidal spaces, with the base of the vector n1 as the apex, and the area of dA2

viewed from dA1, as the base. As dA1cosh1 represents the dA1 projection in the line
direction connecting dA1 to dA2, K 0

1 is defined as the amount of radiation intensity
emitted by dA1 in each direction (in this case dA1 ! dA2) per normal unit area, unit
solid angle, and unit time (Holman 1983).

Figure 6.7a represents radiation flux, emitted from a point source and oriented
according to a solid angle, dx; Fig. 6.7b is representative of the emitted radiation
on a dS plane, oriented at a zenith angle w, with the vertical.

Concepts of emissive power, E, emitted radiation intensityK 0 and radiation flux
q, are different but interconnected. Emissive power (expressed in Watts m−2) is a
scalar quantity representing the radiant energy emitted in all directions per unit area
and per unit time. If the body is black, even at only one wavelength, the emissive
power is maximal. Thus, the emissivity of a non-black body can be defined as the
ratio of its emissive power and that of a black body, at a given wavelength.

The radiation intensity, as mentioned above, is the radiation that passes through
a hypothetical plane, normal to the emission direction, and is delimited by a solid
angle expressed in Wm−2sr−1 units. It is directional and can be represented by a
vector in the direction normal to the hypothetical plane. The radiation intensity is
related to radiance, defined as the radiative flux emitted per unit solid angle, divided

Fig. 6.6 Geometric relationships relating to radiation exchange between two infinitesimal
surfaces dA1 and dA2
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by the projected area dScosw (Fig. 6.7b). The radiation flux q, (expressed in W) is
the power emitted by a body, intercepted by another per unit time. The radiative
flux density is defined as the radiation flux per unit area (Wm−2).

Both E and K 0 are functions of the characteristics and temperature of the emitting
body, while the radiation flux is also dependent on the geometry of the receiving
body, as well as the distance from the emitting surface (Mimoso 1987). If this
distance increases, the flow decreases, Eq. (6.64), since the radiation is dispersed
inversely proportional to the square of the distance, but E and K 0 remain constant.

For the calculation of the emissive power of a black body, En, over a hemisphere
surrounding an element with infinitesimal area dAi, the integration of Eq. (6.64)
followed by some manipulation gives (Holman 1983)

En ¼ pK 0
n ð6:65Þ

Point source

Plane source  dS

dS cos ψ

dA

dF

r

dF

Solid angle  dω = dA/r2

Intensity I = dF/dω

dω

Intensity       dI = dF/ω
Radiance          = (dF/ω) ⎟  dS cos ψ

        = dI/(dS cos ψ)

a)

b)

ω
ψ

Fig. 6.7 a Representative diagram of radiation geometry emitted by a point source, and
b representative diagram of radiation geometry emitted by a plane source (adapt. Monteith and
Unsworth 2013)
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where K 0
n is the radiation intensity emitted by dA1. Taking Eq. (6.64), dividing by

dA1 applying Eq. (6.65) and integrating over the infinitesimal areas

q1!2

A1
¼ E1

1
A1

Z
A1

Z
A2

cos h1 cos h2
p r2

dA1dA1

2
64

3
75 ð6:66Þ

thus, obtaining the total radiation emitted from A1 to A2, per unit area of the
emitting surface. The left side of Eq. (6.66) represents the radiative flux between A1

and A2 per unit area A1. As the right side term of Eq. (6.66) to the left of the square
brackets represents the total energy emitted by A1 in every direction, the term inside
the parenthesis is the shape factor, defined above, which is the fraction of radiative
flux from A1 intercepted by A2. This term, F12, is the shape factor (Holman 1983).

The shape factor is a function of the geometry of the bodies and can vary from 0
(when A1 is not viewed by A2) and 1 when A1 is only viewed by A2, for example,
when A1 is a sphere inside a box A2 (Mimoso 1987). When F12 and F21, are the
shape factors representing emission from A1 to A2 and from A2 to A1, the reciprocity
theorem can be obtained in its simplified form

A1F12 ¼ A2F21 ð6:67Þ

This relationship was developed for surface blackbodies, but it is also valid for
other surfaces, provided that the radiation is diffuse (Holman 1983). Equa-
tion (6.67) can also be generalized to systems with more than two gray bodies.
Equation (6.66) is a complex way to calculate the various form factors, and in the
literature, e.g., Holman (1983), Özisik (1990), Monteith and Unsworth (1991)
simplified methodologies are indicated for calculating surface and solid shape
factors representative of natural bodies.

Beer’s Law, often used in environmental physics, refers to the attenuation of a
radiation beam in a system where single-wavelength radiation is absorbed, without
being dispersed when transmitted through a homogeneous medium. Beer’s Law can
be expressed as

UðxÞ ¼ Uð0Þ expð�kxÞ ð6:68Þ

where U(0) and U(x) are the incident radiation flow and the flow at distance x from
the beginning of a given transmission medium, respectively, and k a proportionality
constant or attenuation coefficient. Equation (6.68) can also be applied when k is a
constant (homogeneous dispersion of molecules and particles that can absorb
radiation), or in systems with a low concentration of scattering centers so that a
quantum of energy is likely to be scattered only once.

The multiple scattering of radiation, such as that occurring within plant canopies,
is more complex since the proportionality constant k may vary with the direction of
the radiative beam so that the direction of the dispersion should be considered. In
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the simple case where the k constant is independent of direction, the Kubelka–
Munk equations can be used. For example, when radiation is uniformly dispersed in
all directions (isotropic scattering)

q0 ¼ 1� a0:5
� �

= 1þ a0:5
� � ð6:69Þ

where q′ is the reflection coefficient and a, the absorption coefficient. Equa-
tion (6.69) excludes the situation where a = 1, valid for Beer’s Law (Monteith and
Unsworth 1991).

6.3.3 Radiation Environment

6.3.3.1 Introduction
The ambient radiation applies to the combined solar, atmospheric, and terrestrial
radiation. The sun is the primary source of virtually all the energy used and
interchanged in the biosphere, and a key objective of environmental physics is to
explore the mechanisms by which solar energy is dispersed and stored as thermal,
chemical, and mechanical energy. The sun is a sphere of gaseous matter, with
temperatures at the core of about 15 � 106 K. These temperatures decrease pro-
gressively so that at the surface it is about 5760 K. Solar radiation that reaches the
earth’s atmosphere is basically radiation emitted by a black body at the sun’s
surface temperature. The spectra of solar radiation and of radiation emited by the
earth-atmosphere systems fall within the short and long-wavelength ranges between
0.15 and 3 µm and 3 and 100 µm, respectively.

Irradiance on a surface outside the Earth’s atmosphere, theoretically perpen-
dicular to solar radiation and at an average Earth–Sun distance of 1.49 � 1011 m, is
termed the solar constant, with an average of 1373 W m−2.

The total power emitted by the sun per unit time E is given by the product of the
solar constant and the area of a sphere with a radius of about the mean Sun–Earth
distance, as follows

E ¼ 4pr2 � 1373 ¼ 3:88� 1026 W ð6:70Þ

For estimation of sun surface temperature, the Stefan–Boltzman’s Law is
used (Eq. 6.59)

rT44pr2 ¼ 3:88� 1026 W ð6:71Þ

where r is the sun’s radius (6.69 � 108 m), giving for its surface a temperature of
about 5800 K.

The net radiation in the atmospheric layers close to the ecosystems (e.g., con-
stant flux layer) may be seen as the algebraic sum of long and short-wavelength
components. High-temperature sources such as the sun, fires, and volcanoes emit
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radiation below 2.5 lm, as well as long-wavelength radiation. Solar radiation
emission per unit area peaks at mid-spectrum, about 0.48 lm. Radiation referred to
as thermal or high wavelength is emitted from bodies with surface temperatures
below 600 K. At lower temperatures, these bodies emit negligible amounts of
short-wavelength energy.

Much of the radiation emitted by the earth’s surface is absorbed into specific
ranges of wavelengths by atmospheric gases, particularly water vapor and carbon
dioxide. According to Kirchhoff’s Law, these gases have equivalent emission and
absorption spectra. A small fraction of large wavelength radiation emitted by the
earth-atmosphere system is lost to outer space, so this energy loss must be com-
pensated by incident solar radiation (Monteith and Unsworth 1991).

The solar radiation spectrum can be divided into several ranges, relating to per-
centages of the solar constant: 1.2% of 0–300 nm, 7.8% of 300–400 nm (UV), 39.8%
of 400–700 nm (vis./PAR), 38.8%of 700–1500 nm (near IR), and 12.2%of 1500 nm
to ∞. The visible radiation ranges between 400 and 700 nm, corresponding to blue
and red, respectively. Photosynthesis is stimulated by the radiation in the photo-
synthetically active radiation (PAR) range, corresponding to 21–46% of the total
energy of the extraterrestrial solar spectrum. More than 70% of the solar radiation
absorbed by the plant canopy is used in transpiration and convective exchanges with
the surrounding air, which regulates the temperature of the various plant organs.

About 28% of the total solar energy used in photosynthesis is stored chemically in
the form of organic compounds. The remaining, from UV to IR of about 750 nm is
used in the regulation and control of growth and development of photomorphogenic
processes (Ross 1975). Due to atmospheric attenuation, global or total solar radiation
reaching the ground has two components: direct and diffuse radiation. The sun
provides direct radiation, including a small fraction of scattered radiation that has not
undergone any directional change. The direct radiation incident on the earth’s sur-
face is up to about 75% of the solar constant. The remaining 25% is diffuse radiation,
including emissions from the sky and clouds via transmission and reflection of
attenuated solar radiation. This attenuation is due to absorption and scattering, in
similar proportions, by molecules and aerosol (Monteith and Unsworth 1991).

The radiative attenuation decreases direct solar radiation content and changes the
spectral composition also. The radiative absorption and dispersion processes vary
with wavelength, with absorption causing warming of the atmosphere and disper-
sion only changing the direction of solar rays. Table 6.5 shows the spectral dis-
tribution under temperate conditions, for average fractions of UV, PAR, and near IR
radiation in terms of direct, diffuse (clear skies), and total radiation.

Table 6.5 Average levels of UV, PAR, and near IR radiation under clear sky conditions (adapt.
from Ross 1975)

Wavelength ranges (lm) UV (0.29–0.38) PAR (0.38–0.71) Near IR (0.71–4)

Direct radiation 0.02 0.42 0.56

Diffuse radiation 0.10 0.65 0.25

Total radiation 0.03 0.50 0.47
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6.3.3.2 Solar Radiation Outside the Atmosphere
The incident radiation throughout the day and year, above the Earth’s atmosphere,
varies with the season, time, and latitude due to the earth’s rotation and translation.
Three-dimensional geometrical sun–earth relationships can be used to establish the
expressions for solar declination, zenith angle, duration of the solar day as a
function of time and latitude.

Spherical trigonometry gives expressions relating latitude /, solar declination d,
defined as the angle between the sun rays and the equatorial plane; the zenith angle
w, defined as the angle between the sun’s rays and the line through the center of the
Earth, vertical at a given point P; the solar height b, the angle between the local
horizon at point P and the sun’s rays, complementary to the zenith angle, the
azimuth angle a, defined as the angle between the projections of the sun’s rays in
the horizontal plane and the true north and h, the solar hour angle (Gates 1980)

cos wð Þ ¼ sin /ð Þsin dð Þþ cos /ð Þcos dð Þcos hð Þ ¼ sin bð Þ ð6:72Þ

sin að Þ ¼ �cos dð Þsin hð Þ=sin wð Þ ð6:73Þ

As an hour is equivalent to a 15° rotation of the Earth, the angle h, is given by
Oke (1992)

h ¼ 15ð12� tÞ ð6:74Þ

where t is the apparent solar time location based on a 24 h period. The value of the
apparent solar time location depends on the coordinated universal time, the lon-
gitudinal correction, and the time equation. This calculation is developed in
Examples 2 and 10 of Chap. 7.

The angle of solar declination d, between 23.5° and −23.5° depends on the
Julian day, tj, given approximately by Campbell and Norman (1998)

sin d ¼ 0.39 sin 278.97þ 0.985tj þ 1.92sin(356:6þ 0.986tjÞ
	 
 ð6:75Þ

Instant solar radiation, Sh, at a point outside the atmosphere with zenith angle w,
is given by the following (Gates 1980)

Sh ¼ So
d

d

� �2

ðsin/ sin dþ cos/ cos d cos hÞ ð6:76Þ

where So is the solar constant, d the Sun–Earth distance at a given instant, and d the
Sun–Earth mean annual distance. Spitters et al. (1986) have suggested the following
equation:

Sh ¼ So 1þ 0:033 cos 360 tj=365
� �	 


sinb ð6:77Þ
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Integrating Eq. (6.77) for a period of one day gives the daily irradiance for a
surface outside the atmosphere, Shd (MJm−2d−1)

Shd ¼ 84600
p

� �
So

d

d

� �2

hssin/sindþ cos/cosdcoshsð Þ ð6:78Þ

where hs is expressed in radians.
The solar angle hs, corresponding to half a day, is given by Gates (1980)

cos hs ¼ �tg/ tg d ð6:79Þ

6.3.3.3 Solar Radiation on the Earth’s Surface
The radiation incident on the earth’s surface at any point depends on atmospheric
conditions and can be analyzed using geometric expressions. When a solar ray
beam is transmitted through the earth’s atmosphere, it is attenuated and changes in
quality and quantity through absorption and dispersion. This is due to photons
contacting the medium molecules and particles in suspension. The atmosphere
transmittance, or transmissivity s, is defined as the fraction of the radiation incident
at the top of the atmosphere, which reaches the ground vertically at a given point.
Transmissivity depends on the concentration of gases, particles, and droplets
(ozone, water vapor, dust clouds, smoke, etc.) that can reflect, disperse, or absorb
solar radiation. In temperate regions with low sun elevation angles, diffuse radiation
makes up to about 50% of the total radiation, whereas for higher solar elevation
angles, the corresponding fraction is about 20% (Gates 1980).

Total transmissivity st, is related to the transmissivity to diffuse light, sdi,
through the empirical equation (Gates 1980)

sdi ¼ 0:384� 0:416 st ð6:80Þ

Typical values of transmissivity to direct radiation for a dust-free atmosphere range
from 0.4 to 0.8, and for diffuse radiation range between 0.037 and 0.153. For a hori-
zontal ground surface with total transmissivity between 0.5 and 0.8, diffuse radiation
represents about 6.3–35.2% of the total incident radiation in dust-free clear skies.

A solar beam passing through the earth’s atmosphere is modified in relation to
the path length and vertical air transmissivity. The magnitude of the absorption and
dispersion in the atmosphere depends partly on the solar radiation path length, and
also on the content of attenuating components. The path length is usually specified
in terms of the air mass m, defined as the ratio of the path length of sun rays in the
direction of the sun at zenith angle w, and the vertical projection of this zenith
direction. For zenith angle values below 60º, the air mass value is given by

m ¼ secw ð6:81Þ
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and for zenith angles between 80° and 90°, the m value is lower due to the earth’s
curvature and atmospheric refraction (Gates 1980). The exact values for m can be
found in tables (List 1963). At high altitudes, air mass should be corrected for
reduced atmospheric pressure by introducing a multiplying factor, p/po, where p is
the atmospheric pressure at a given point, and po, the atmospheric pressure at sea
level.

Beer’s Law (Eq. 6.68) is given as

SðxÞ ¼ Sð0Þ expð�smÞ ð6:82Þ

enables the characterization of the radiative attenuation process. In Eq. (6.82), S(0)
is the incident flux in a given environment, S(x) the corresponding flux at x, after
medium attenuation, the attenuation coefficient s (or turbidity), and the air mass m.

Energy attenuation occurs through absorption by ozone (especially in the UV
range), water vapor (in the IR range), carbon dioxide, and oxygen. This process of
energy attenuation results in warming of the atmosphere by energy removal of the
radiative beam. In the visible spectrum, absorption by atmospheric gases is not as
important as dispersion. In the IR spectrum, absorption is, however, more signifi-
cant than dispersion, and the various atmospheric components absorb radiation
between 0.9 and 3 lm. Atmospheric water vapor increases visible radiation in
contrast with IR radiation (Monteith and Unsworth 1991). The water vapor content
can be described in terms of the precipitable water content, or precipitation column
that would be formed if the water vapor were to condense (5–50 mm). Clouds,
water droplets, and ice crystals scatter energy in vertical ascending and descending
directions. When the cloud depth is high, upward scattering predominates to about
70% of the incident radiation. About 20% can be absorbed, with only 10%
remaining for transmission, giving a gray hue to the cloud base (Monteith and
Unsworth 1991).

Radiation scatter has two forms. The first relates to Rayleigh scattering in which
the diameter of the dispersing agent is lower than the wavelength of the radiation.
According to this process, individual quanta incident on any atmospheric gas
molecules is homogeneously dispersed in all directions. The efficiency of Rayleigh
scattering is inversely proportional to the fourth power of the wavelength. Thus, the
dispersion of blue light (k = 400 nm) exceeds the scattering of red light
(k = 700 nm) by a factor of 9. This is the basis for the sky’s blue color as seen from
the earth’s surface. Likewise, under the Rayleigh regime, the PAR radiation fraction
incorporated in diffuse light is 1.4 times higher than its fraction of the total radiation
(Spitters et al. 1986).

Rayleigh scattering and radiative absorption by ozone cause differences in the
spectrum of radiation that reaches the surface, in contrast with the spectrum of a
black body at 300 K (Monteith and Unsworth 1991). Thus, spectral irradiance in
real conditions provide a constant maximum level in the range of 500–700 nm,
whereas black body radiation peaks at 500 nm. When the sun is below 20° from the
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horizon, the attenuation via scattering increases, and the wavelength at maximum
irradiance is in the IR spectrum.

Under clear sky conditions, when the zenith angle is <50°, the ratio of diffuse to
total radiation is <0.2. The ratio of diffuse irradiance and total irradiance increases
with the increase in cloudiness and maybe one when the sun is fully covered.
However, the maximum amount of diffuse light occurs at cloudiness of about 50%.
The spectral composition of the scattered radiation is also affected by cloudiness.
Under a clear sky, the radiant energy spectrum concentrates in the visible range, and
with increasing cloudiness, visible radiation corresponds to about 50% of the total
radiation (Monteith and Unsworth 1991).

Rayleigh scattering is not valid for particles such as aerosols (dust, smoke,
pollen, water droplets, etc.) where the characteristic dimension d, and the wave-
length k, are the same order of magnitude. In this case prevails the so-called Mie
scattering wherein radiative scattering for the various wavelengths is a function of
ratio (d/k). Indeed, for similar (d/k) ratios, the longer-wavelength radiation is
scattered more intensely than the lower-wavelength radiation, unlike what happens
with Rayleigh scattering. Radiative dispersion caused by larger particles or aero-
sols, is more significant in the direction of the incident radiation, without changing
direction. Spitters et al. (1986), mention that under a clear sky and total sun height
of 45°, about 15% of the diffusive flux consist of radiation without any additional
modification.

Under clear sky conditions, Gates (1980) indicates a relationship between the
instantaneous transmittance of the atmosphere to direct radiation in the zenith
direction, s, and instant transmittance to diffuse light, sdi:

sdi ¼ 0:271� 0:294 sm ð6:83Þ

Equation (6.83) shows that the higher the transmissivity to direct radiation, the
lower the transmissivity of diffused radiation. The transmissivity coefficient to
diffuse light does not vary with the height of the sun or with cloudy conditions
(Spitters et al. 1986).

Analysis of the atmospheric absorption spectrum (Oke 1992; Gates 1980) shows
wavelength ranges where transmittance is practically one. This atmospheric win-
dow in the near IR allows radiation between 8 and 13 lm to escape into space. This
window has practical implications in remote satellite sensing involving radiation
emitted from the earth-atmosphere surface.

Other radiative ranges are transparent to the atmosphere. These wavelength
windows allow solar radiation in the visible range (300 nm to about 720 nm) to
reach the earth’s surface. Some radiation at wavelengths greater than 5 lm emitted
by the earth’s surface also escapes into space.

The emission spectrum of the earth’s surface-atmosphere system is comparable
to that of a black body at 288 K (Campbell and Norman 1998; Gates 1980). This
black body shows strong absorption and emission in some radiation bands within
the range of 4–24 lm. In the remaining bands, the absorption and emission of
radiation are low and so radiation transmission is high.
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It follows that the total or global radiative flux, St, incident on soil horizontal
surface is given by the following equation (Monteith and Unsworth 1991):

St ¼ Sp coswþ Sd ¼ Sb þ Sd ð6:84Þ

where Sb and Sd are the terms for direct and diffuse solar radiation fluxes,
respectively, on a surface perpendicular to the solar rays. The Sp term corresponds
to direct sunlight irradiance on a surface perpendicular to the sun. Figure 6.8 rep-
resents the variation of the direct and diffuse components of total solar radiation on
the ground with the angle of solar elevation, in temperate Europe.

On a cloudless day, the St curve with time, t (h) is roughly sinusoidal (Monteith
and Unsworth 1991)

St ¼ Stm sin pt=nð Þ ð6:85Þ

where Stm is the maximum irradiance at solar mid-day and the number of sun hours,
n.

Under cloudy conditions, St variation remains sinusoidal over a month. Inte-
grating Eq. (6.85), the daily irradiance, Sdt, becomes

Sdt ¼ 2n=pð ÞStm ð6:86Þ

Equation (6.85) can be adapted to the latitude of a specified site. In temperate
climates, the Stm ranges from about 900–1050 Wm−2. Applying Eq. (6.86) for a
14 h day gives a Sdt of about 34 MJm−2 (Monteith and Unsworth 1991).
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The instant direct sunlight content incident on a surface under cloudless sky
conditions will be Gates (1980)

Sb ¼ S0
d

d

� �2

sin/sindþ cos/cosdcoshð Þsm ð6:87Þ

in which the various parameters are as defined above and s is the average atmospheric
transmissivity to direct radiation, with values between 0.4 and 0.7. The numerical
time integration of Eq. (6.87) gives the daily direct incident solar radiation.

The global solar radiation incident on a horizontal surface is obtained from
Eq. (6.84) (Gates 1980)

St ¼ S0s
mcoswþ S0 0:271� 0:294smð Þcosw ð6:88Þ

Liu and Jordan (1960) developed empirical diagrams from large data sets,
relating daily transmissivity of diffuse and direct radiation with daily solar radiation
outside the atmosphere. Such transmissivity values can be used in equations such as
(6.87) and (6.88). For practical purposes, such as estimating agricultural produc-
tivity, it is enough to use monthly averages of transmissivity Tt, representing
cloudiness indexes. In temperate zones, Tt values of about 0.3 correspond to very
cloudy areas and values of about 0.7 are associated with clear skies.

Solar radiation received at the surface under a cloudy sky is mostly diffuse.
Under these conditions, the average radiance of a totally cloudy sky is about two or
three times greater at the solar zenith than at the horizon, due to the greater mass of
air on the horizon. An expression relating radiance distribution in overcast skies
with the zenith angle is Monteith and Unsworth (1991)

NðwÞ ¼ Nð0Þð1þ b coswÞ=ð1þ bÞ ð6:89Þ

In this equation, the denominator (1 + b), the ratio between radiance at the
zenith and the radiance on the horizon, is about 2.1–2.4 or 3. The reduction in the
total solar radiation transmitted because of cloudiness can be calculated by graphs
and tables (Gates 1980). Due to cloudiness, the average daily irradiance in Europe
is about 15–25 MJm−2, about 50–80% compared to a clear day (Monteith and
Unsworth 1991).

An empirical relationship used to establish a relationship between solar radiation
incident on the soil surface on cloudy days and the corresponding global solar
radiation on clear days, is as follows Gates (1980):

Stn ¼ St aþ nibð Þ ð6:90Þ

where Stn is the global solar radiation on cloudy days, ni the number of monthly
hours of clear skies, and a and b are empirical constants, 0.35 and 0.61.
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Another empirical expression, for the same purpose, is as follows (Gates 1980):

St ¼ Sh 0:803� 0:34C � 0:485C
2

� �
ð6:91Þ

where St is the average monthly solar radiation at the soil surface, Sh the daily
average monthly level of solar radiation on a horizontal surface, in the space outside
the earth’s atmosphere and C the monthly average fraction of overcast sky.
Equation (6.91) assumes that on a clear day, the maximum fraction of global
radiation incident on the ground surface, relative to the incident radiation outside
the atmosphere, is 0.803.

Bennet (1965) presents a linear relationship between the monthly averages of
daily global solar radiation at the soil surface, the average monthly number of hours
of clear skies, ni, expressed as a percentage of the total number of hours of clear sky
and the daily monthly average of incident solar radiation on a horizontal surface,
outside the earth’s atmosphere

St ¼ Sh 203þ 5:13nið Þ10�3 ð6:92Þ

From Eq. (6.92), if ni is 100% then St =Sh ¼ 0:716, and if ni is 0% then St =Sh ¼
0:203 (Gates 1980).

6.3.4 Long Wavelength Radiation

All bodies located in the biosphere or terrestrial atmosphere-surface system emit
radiation in proportion to the fourth power of the surface absolute temperature, in
accordance with the Stefan–Boltzman’s Law. For bioclimatic purposes, thermal or
long-wavelength radiation at wavelengths above about 5 lm is that emitted by
objects with surface temperature below 600 K (Gates 1980). A body at a temperature
of this order of magnitude, or less, emits mainly radiation in the IR, with negligible
emission in the visible radiation range. In land surfaces, radiation emission below
2.5 lm occurs in environments such as fires, volcanoes, and other high-temperature
sources. Due to higher radiative absorption in the IR, terrestrial bodies have their
energy status or temperature tightly coupled to the ambient longer wavelength
radiation (Gates 1980). These bodies are loosely coupled to low wavelength radi-
ation due to their low absorbance at wavelengths in the visible radiation range.

Short-wavelength radiation in the natural environment is mainly solar with
partial daily duration, whereas long-wavelength radiation is from bodies like
clouds, sky, ground, buildings, vegetation, etc., lasting throughout the day, although
with varying intensity. The calculation of long-wavelength radiation exchanges in
earth-atmosphere systems is complex because of the variability of configuration of
surfaces and temperature gradients in natural environments. In clear sky conditions,
the radiance of long wavelength is greater on the horizon, decreasing with higher
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sun elevation angle. This is due to the longer path on the horizon of emitted gases
such as CO2 and H2O. In general, about half of the radiative flux from the atmo-
sphere comes from gases within 100 m height and more than 90% is from emis-
sions within 1 km. The temperature gradient near the ground contributes largely to
determining this energy flux (Monteith and Unsworth 1991).

In temperate zones, the night-time radiative balance is generally negative, with
long-wavelength energy losses from the ground to the atmosphere (about 100–140
Wm−2) relating to the heat exchange processes (night-time temperature decreasing
with height above ground). The long-wavelength radiation ascending Lu and
descending Ld fluxes can be measured or determined based on knowledge of the
temperature and emissivity of the bodies. In temperate zones, long-wavelength
radiant density flux, Lu, range between 270–430 Wm−2 and Ld between 150 and
320 Wm−2 (Monteith and Unsworth 1991).

Under clear sky conditions, the apparent atmospheric emissivity of the atmo-
sphere ea, is defined from the equation

Ld ¼ earT
4
a ð6:93Þ

where Ta is the mean environmental air temperature. Ld is usually estimated from
empirical expressions as a function of temperature and/or vapor pressure at standard
height. A convenient equation for obtaining Ld is

Ld ¼ cþ drT4
a ð6:94Þ

where c and d are empirical constants measured in England, at ambient temperature
between −6 and 26 °C, being −119 ± 16 Wm−2 and 1.06 ± 0.04 Wm−2, respec-
tively. The estimation error is about ± 30 Wm−2 (Monteith and Unsworth 1991).

To quantify ascending and descending long-wavelength radiation, Lu and Ld, in
clear skies, a linearization of Eq. (6.94) can be used to obtain the following linear
expressions (Monteith and Unsworth 1991):

Ld ¼ 213þ 5:5 Ta ð6:95Þ

Lu ¼ 320þ 5:2 Ta ð6:96Þ

The loss of long-wavelength radiation is given by the difference between Eqs.
(6.95) and (6.96).

Clouds that are sufficiently dense to cause shadows on the ground will emit as
blackbodies at the temperature of the constituent water droplets or ice crystals.
These increase the thermal radiation flux received at the ground surface, as they
contribute to emission between 8 and 13 lm, corresponding to the atmospheric
window, at which emission does not occur by atmospheric gases. These emissions
complement the radiation emitted by the water vapor and carbon dioxide, in the
lower atmospheric layer.
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In cloudy sky conditions, the downward thermal radiation can be given by

Ld ¼ earT
4
a þ 1� eað ÞrT4

n ð6:97Þ

where Ta and Tn are, respectively, temperatures of the ambient air and the cloud
base and ea is the atmospheric emissivity.

If we consider 283 K and 272 K the mean values for Ta and Tn, representative of
temperate regions, then we can see, using Eq. (6.97), that the values for ea(1) and
ea(c), for atmospheric emissivity in total cloudiness and partly cloudy conditions, c,
can be obtained

eað1Þ ¼ 0:84þ 0:16ea ð6:98Þ

and

eaðcÞ ¼ ð1� 0:84Þea þ 0:84c ð6:99Þ

The major drawback of this approach is the selection of appropriate values for
cloudiness and cloud base temperature, due to variability in cloud type and
geometry and their base heights (Monteith and Unsworth 1991).

6.3.5 Radiative Properties of Natural Materials

6.3.5.1 Vegetation and Leaves
In any environment, radiation intercepted by natural bodies needs to be quantified
to account for its distribution among the components of the biosphere. The inter-
ception of the radiation depends on the spectral and geometric characteristics of
natural bodies. Solar radiation intercepted by natural objects is absorbed, reflected,
or transmitted at different rates depending on factors such as the predominant
wavelengths.

Radiation between 0.35 lm and 3 lm is the predominant means of interaction
between the atmosphere and vegetation. The interception of sunlight with
three-dimensional objects such as leaves, trees, houses, animals, etc., depends on
their shape and geometric relationship with solar rays. Water is a major component
of natural materials due to strong absorption bands between 1 and 3 lm. The
reflection and transmission by porous materials in the visible spectrum, where
absorption by water is negligible, is often closely associated with humidity levels.

At radiation wavelengths longer than 3 lm, most natural bodies behave like
black bodies with nearly 100% absorption coefficients, and virtually zero reflec-
tivity. For plant canopies the radiation system depends on:

(i) Direct or diffuse incident radiation scattered in the Earth’s atmosphere and
incident on canopies in all directions. Fractions of solar radiation reflected and
transmitted by a leaf dependent on the zenith angle (or incidence), w. For a
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given wavelength, the reflection coefficient is approximately constant for w
from 0 to 50°, in relation to the normal position, but as c increases from 50 to
90°, q(k) increases substantially due to specular reflection. Foliar transmission
coefficients remain constant between 0 and 50°, decreasing for incidence angles
between 50 and 90°. Since reflectivity and transmissivity variations coefficients
are complementary, the fraction of radiation absorbed by leaves is practically
constant for incidence angles below 80° (Monteith and Unsworth 1991);

(ii) The optical properties of plant canopy in that radiation interacts with plant
organs by absorption and dispersion. These processes depend on variables
such as leaf structure, leaf age, spectral distribution, etc. Table 6.6 shows the
spectral values for a typical green leaf.

In the short-wavelength ranges, radiation exchanges by biological materials are
determined by pigments that absorb radiation at wavelengths associated with
specific electron transitions (Monteith and Unsworth 1991).

The transmissivity and reflectivity coefficients for a green leaf can be assumed to
be equal to 0.1 between 0.4 and 0.7 lm, and 0.7 between 0.7 and 3 lm (Fig. 6.9).
As each of these spectral bands contains about half the total radiation in the visible
and near IR, it can be assumed that the overall coefficient of leaf transmission and
reflection is about 0.25 in this spectral range. Leaves have high absorbances of
about 0.9–1, in the range of thermal radiation, typical of the terrestrial
surface-atmosphere system. Under these conditions, energy dissipation via con-
vection and transpiration is important for the regulation of leaf temperature.

Table 6.6 Average values of
reflectivity, transmissivity,
dispersion, and absorbance
for a green leaf (adapt. Ross
1975)

PAR NIR Short-wavelength
radiation

Reflectivity 0.09 0.51 0.30

Transmissivity 0.06 0.34 0.20

Dispersion 0.15 0.75 0.50

Absorbance 0.85 0.15 0.50

Fig. 6.9 Representative
diagram of transmissivity,
reflectivity, and absorbance
characteristic of a green leaf
in visible and near IR spectral
bands
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The green color of leaves is due to the reflection of green light, at higher angles
of radiation of incidence and visual sensitivity, even though the absolute reflectivity
is higher in the near IR region. This reflectivity in the near IR region also con-
tributes to the removal of incident radiation (Oke 1992). For much of the foliage,
absorption of the green band at 550 nm is about 0.75–0.8, for the blue band
between 400 and 460 nm, it is 0.95 and for the red band between 600 and 670 nm,
it is 0.85–0.95.

Transmission among thick leaves stems and branches are zero (Ross 1975).
Glossy leaves have a very significant reflection component. In general, foliar
reflection is higher than transmission except for thin leaves in the green and near IR
bands (Fig. 6.9).

Spectral properties of leaves are changed during the growing season. Younger
leaves are bright green, have high transmittance and reflection, and low absorption.
Mature leaves are dark green, have low reflection and transmission, and high
absorption. The older leaves have a higher reflection and lower absorption (Ross
1975).

Radiative properties of the leaf surfaces are not significantly affected by coating
with water or waterproofing with compounds such as baseline, nor with coatings
used in the calculation of leaf energy budgets (Fig. 6.10) (Rodrigues 1993);

(iii) The optical properties of soil or surfaces below the plant canopy, for
example, by the reflectance coeficient or albedo. In dense vegetation, soil

Fig. 6.10 Instrumentation for calculating leaf transpiration in tomato greenhouse. Left: an
instrumented mast for data acquisition. Right: An aspiration hygrometer (adapt. Rodrigues 1993)
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reflection can be neglected, as opposed to when the cover is sparse, or the
ground covered with snow. The albedo of natural surfaces varies during the
day, peaks in the morning, and mid-afternoon and reaches a minimum
around noon (Oke 1992). The variation of albedo with the zenith angle is
exponential.

This variation is typical of specular reflection, as can be seen from curves of
reflection versus solar height (the complementary angle of solar inclination) in clear
or cloudy skies over water surfaces (Oke 1992; Monteith and Unsworth 1991);

(iv) The architecture of the canopy, which is the most important factor influencing
the dynamics of canopy radiation. The albedo of vegetation is lower than the
reflectivity for the individual leaves since the reflection depends not only on
the radiative properties of the individual components, but also on the structure
and solar elevation angle. The latter two determine the penetration and
retention of incident radiation, as well as the shade provided by the canopy
components (Oke 1992).

Significant variations of radiation that occur in a clear sky day because of alter-
nating light beams and shaded areas are determined by the canopy structure, as well
as plant and leaf distribution. The fraction of radiation intercepted by plant canopy
depends on the leaf area index, defined as the projected area of leaves per unit area
of soil and the spatial distribution of foliage relative to the radiation direction. The
scattered radiation fraction depends on the optical properties of anatomical com-
ponents of the leaves, such as cuticles, cell walls, and pigments (Monteith and
Unsworth 1991).

The highest albedos are recorded on flat surfaces such as lawns. For vegetation
layers, with heights ranging between 50 and 100 cm that fully cover the soil, the
albedo ranges between 0.18 and 0.25. For forest canopies, the albedo is about 0.1.
When the ground is partially covered by the vegetation or when leaves are partially
dry, the albedo will depend on foliage reflection and the reflection from the ground.
Albedo differences between the different forms of vegetation are due to the com-
plexity of reflection and the scattering of radiation within.

The reflection coefficient for various forms of vegetation also depends on the
zenith angle as a key component of specular reflection (Lee 1978). The minimum
albedo values of the areas under crops are at noon when the sun is at the zenith and
the maximum values occur when the sun approaches the horizon, due to specular
reflection of vegetation. Dependence of albedo on solar height also helps to explain
the lower albedo values in tropical areas, in relation to the higher latitude areas. On
days with cloudiness, or under any other conditions, wherein the diffuse component
of the solar radiation is significant, the daily variation of albedo is lower than in
clear sky conditions (Lee 1978).
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6.3.5.2 Greenhouses, Water, and Soil
Heating inside greenhouses depends on the spectral absorption properties of glass
that readily transmits shorter wavelength radiation and is opaque to thermal or
long-wavelength radiation. Short-wavelength radiation is readily transmitted into
greenhouses and can be absorbed by the soil and plants. However, thermal radiation
emitted by soil and plants is retained by total absorption by the glass and emitted
back to the interior (Linacre et al. 1964). Glass enhances radiation emitted by the
inner surfaces of the greenhouse, thereby increasing heat.

Albedos of greenhouse roofs can be high, especially at angles with low sun
height and can reduce transmitted radiation by about 50%. Moreover, factors such
as dirt in glass walls or short- wavelength scattered radiation after attenuation can
further reduce radiation inside the greenhouse. When recording greenhouse energy
balances, it is necessary to also quantify net visible and thermal radiation. It is even
possible for the radiative balance in the greenhouse to be lower than that outside
(Levit and Gaspar 1987). At night, when only long-wavelength radiation exchanges
occur, greenhouse covers serve to minimize radiation losses (Seginer 1984)
(Fig. 6.11).

For the aqueous surfaces, radiation incident on a clear and transparent surface at
an angle < 45°, the reflection coefficient for the sunlight is approximately equal to
5%. Above 45°, the reflection coefficient increases rapidly with the angle of inci-
dence up to about 100% (Monteith and Unsworth 1991). In the visible spectrum,
water is transparent but has a minimum absorption coefficient in the blue-green
region between 460 and 490 nm giving natural surfaces with clear water their
characteristic color.

In the near IR region, water has several absorption ranges readily identified from
the reflection spectra of the soil, leaves, and animal skins. The main absorption
bands for water are between 1.45 and 1.95 lm. For wavelengths above 3 lm,

Fig. 6.11 Plant greenhouse (adapt. Rodrigues 1993)
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absorbance and emissivity values are about 0.995, decreasing with increasing angle
of incidence. For a wavelength of 11 lm and an incidence angle of 80°, emissivity
is about 70% (Monteith and Unsworth 1991).

For a given input of solar radiation, the differences of the radiative budget among
various crops with adequate water supply are insignificant, due to similar albedo
and emissivity, because of the water content and surface temperature homogeneity
caused by cooling from evaporation.

Soil reflectivity depends mainly on organic matter content, moisture, and particle
size, and incidence angle of solar radiation. The reflection coefficients for the solar
spectrum range from about 10% in organic soils to 30% in the sand. Small amounts
of organic matter can greatly decrease soil reflectivity. For clay soils, reflectivity is
a function of particle size. In the radiative range between 0.4 lm and 2 lm, the
reflectivity of kaolinite particles decreases with decreasing particle size. For 1600
and 22 lm particles, reflectivity is 56% and 78%, respectively (Monteith and
Unsworth 1991). In general, soil reflectivity is low in the blue region, increasing
with the wavelength in the visible and near IR, reaching a maximum value at 1–
2 lm. Particles aggregates with irregular shapes retain more radiation by multiple
internal reflections as compared to more homogeneous particles, such as fine
powder.

The radiation transmission is particularly relevant in snow and ice surfaces,
where short-wavelength radiation can reach depths of 10 m in ice and 1 m in snow,
as can be verified by Beer’s Law. The exponential variation indicates that the
attenuation of the radiation intensity is higher at the surface than in-depth (Oke
1992). The albedo of the cover is due to both reflections occurring at the surface and
to multiple reflections below the surface. Soil reflectivity decreases with increasing
moisture content, mainly because the radiation is retained by internal reflection in
the air–water interface formed in the meniscus of the soil’s capillary structure
(Monteith and Unsworth 1991). Radiation transmission through the soil influences
seed germination as well as root development (Hillel 1982).

6.3.5.3 Radiation Over Forest Canopies
Radiation geometry and qualitative principles can be used to estimate radiative
energy distribution in the forest canopy, assuming evenly distributed foliage. The
canopy leaf content can be determined by the leaf area index. If it is assumed that a
thin layer of leaves with leaf area index, dL, is exposed to direct sunlight, then the
energy content intercepted by dL is the product of the shadowed area projected by
the leaves by horizontal irradiance. By integration, we obtain an equation of the
Beer Law type representing the relationship between the global radiation flow in the
forest floor and the global radiation above the forest cover (Eq. 6.100)

Stso ¼ St expð�kLÞ ð6:100Þ

in which Stso is the density flux of the total surface radiation, St the corresponding
flux on top of the outer atmospheric layer of the forest canopy, L the projected area
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of the canopy of leaves, branches, and stems (receiving area of the radiation beams,
with the Sun in the zenith position) per unit area and k the extinction coefficient.
Equation (6.100) can be used to calculate the average flux at any level of the
canopy, if the k and L, coefficients are defined for the canopy fraction above a
specified level. However, Eq. (6.100) has more theoretical than practical value as it
requires measurements or precise estimates of the k and L parameters, which are
difficult to obtain (Lee 1978).

At the upper limit of the surface layer over the forest canopy, solar radiation is
absorbed or reflected, although at lower levels, the dispersion is more complex due
to canopy transmissivity. Solar radiation passes through snow, soil, ice, water
surfaces, soils, and organic materials presumed to be opaque.

Solar radiation in the visible range can penetrate to depths greater than 100 m in
clean water, but this decreases with increasing concentration of impurities in the
water. Pure water is opaque to the longer wavelengths in the IR region. The spectral
behavior of snow and ice is like water, but the depth of radiation transmission is much
lower because about 90% of the visible flux is absorbed in the layer between 10 and
50 cm in-depth. Radiation transmission in forest soil increases with particle size. In
coarse sand, a small percentage of the total radiative flux can be transmitted to 1–
2 cm,whereas in very finematerials such processes occur within 1–2 mm (Lee 1978).

The transmissivity coefficient of mature leaves of trees ranges between 0 for
softwoods and 0.25 for hardwood evergreens. As with other natural bodies, the
reflectivity coefficient increases with the zenith angle, simultaneously with the
decrease in transmissivity coefficients, so that absorption is not altered. For most
evergreens, the average reflectivity for low sun angles ranges from 0.26 to 0.32 and
absorbances vary between 0.34 and 0.44. For higher solar angles (low zenith
angles), the average reflectivity ranges from 0.2 to 0.26 and the average absorbance
varies between 0.48 and 0.56 (Gates 1980).

The foliar transmissivity over forest canopies is variable between wavelengths 0
and 4 lm, in analogy with reflectivity. At wavelengths in the visible range,
transmissivity is relatively low, increasing in the green region between 0.5 and
0.6 lm. The total transmissivity is much higher than the average in near-infrared,
between 0.7 and 1.1 lm.

Under clear skies, solar radiation flux under the forest canopy is highly variable
as the canopy does not form a continuous or uniform shade. When the canopy shade
is relatively uniform, the distribution of diffuse radiation of wavelengths will
depend on the structure of the forest and canopy density. Under hardwood canopies,
the wavelength corresponding to the maximum irradiance is about 0.55 lm (green
light) and the wavelength corresponding to the minimum irradiance is about
0.67 lm. Under softwood canopies, there is a relatively uniform decrease in irra-
diance between the blue and red wavelengths (Lee 1978).

Micro changes in radiation regime have the potential to influence local climates
that may have significant socioeconomic implications. Particularly in sloped ter-
rains, the net radiation is non-uniform, as for example, beneficial radiation climates
are found in the slopes of river valleys often used for viticulture. Drainage of cold
air from locations above the frost sensitive vineyards can be blocked, e.g., through
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walls to prevent frost deposition in the valleys. Frost-resistant fruit trees should be
cultivated in the lowest areas of slopes more prone to cold and frost forma-
tion (Foken 2017).

6.4 Transient Heat Balances

6.4.1 The Concept of Time Constant

Heat transmission mechanisms involving conduction, convection, and radiation are
key physical processes for heat exchange between constitutive elements in envi-
ronmental systems. These mechanisms are closely interconnected with the com-
ponents of the energy balance, and especially with the most relevant, such as latent
and sensible heat fluxes, net radiation and heat fluxes, and energy storage in soils or
animals or heat production by metabolism in animals.

Heat transfer in natural and modified environments is also a non-equilibrium
transient process wherein thermal inertia imposes a time lag, usually termed as the
time constant, between energy outputs and inputs and temperature changes of
bodies at different energy levels.

The transient energy transfer processes can be simplistically grouped and descri-
bed as step changes, ramp change, and harmonic oscillations. The latter was discussed
above within the process of heat transfer in soil through thermal conduction
(Sect. 6.1.3) and thus only step and ramp changes will be shortly evaluated below.

As examples of environmental lagged responses, figure diurnal and seasonal
changes of ambient temperatures, following the pattern of solar radiation superim-
posed with shorter-term fluctuations associated with cloudiness and turbulence.
Oscillations in energy budget components occur also in the biosphere, with sinusoidal
variations of heat sinking during heating periods (daytime, summer) alternating with
similar variations of heat sourcing during the colder periods (night, winter). Surface
organic and inorganic materials can thus act as transient thermal reservoirs which
attenuate the atmosphere’s physical variations near the ground. Also, in the biosphere,
while plants and cold-blooded animals with internal energy production can work as
passive conductors, warm-blooded animals generate large amounts of internal energy
and can, in principle, provide thermal energy to the environment (Lee 1978).

For evaluation of time constant meaning in environmental systems, a simple case
of energy budget composed only by net radiation and sensible heat fluxes can be
written as follows:

Rn ¼ H ¼ qcpðT0 � TÞ=rHR ð6:101Þ

where Rn and H are the net radiation and sensible heat fluxes per unit area, T0 is the
mean surface temperature, T is air temperature and rHR is a combined resistance for
sensible heat loss rH and longwave radiation rR as follows:
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rHR ¼ ðrH�1 þ rR
�1Þ�1 ð6:102Þ

The concept of effective temperature, Tf, was created from the need of replacing
the value of measured air temperature with another temperature, termed effective
temperature, Tf, which incorporated the major components of microclimates in-
volved, net radiation in this case relative simplified energy budget in Eq. (6.1). Its
definition, considering net radiation effects only, is as follows:

Tf ¼ T þ RnrHR=qcp
� � ð6:103Þ

and from Eq. (6.101), the heat budget equation can be written as

T0 ¼ Tf ð6:104Þ

The ratio rHR=ðqcpÞ corresponds to the slope of a curve relating heat fluxes
versus air temperature in micro-environments and boundary layers adjacent to
contact surfaces. For a given surface, this curve intercepts the vertical line x ¼ Rn

when y = Tf (Monteith and Unsworth 2013).
Considering that the losses of sensible and latent heat occur from the same

surface, the respective energy budget can be adapted from the simplest one in
Eq. (6.101), with adding of a latent heat term, LE, and a variable including both
temperature and vapor pressure effects, termed as apparent equivalent temperature,
T�
e is defined as

T�
e ¼ T þ e=c� ð6:105Þ

were c* is the modified psychrometer constant defined as (crAv/rHR) with the
psychrometer constant c already defined in Chap. 4 as equal to (cpp/Le).

The new budget equation will come as follows:

Rn ¼ Hþ LE ¼ qcpðT�
e0�T�

eÞ=rHR ð6:106Þ

where T�
e0 is the mean value of apparent equivalent temperature at the surface that is

conceptualized from air adiabatic cooling considerations in psychometry (AnnexA2).
The energy budget in Eq. (6.106) can be then written in a similar way of

Eq. (6.104) as follows:

T�
e0 ¼ T�

eR ð6:107Þ

where from Eq. (6.104), we can deduce

T�
eR ¼ Tf þ e=c� ¼ T0 þ e=c� ð6:108Þ
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A relation between Eqs. (6.104) and (6.107), relative to energy budgets in Eqs.
(6.101) and (6.106), respectively, with and without latent heat terms is thereby
established by Eq. (6.108).

For a general estimation of time constants, it is enough an evaluation of a simple
energy budget (Eqs. 6.101, 6.103, and 6.104) with terms for net radiation and
sensible heat flux only. In this context, according to Eq. (6.103) and Eq. (6.109),
the effective temperature increases from Tf (Eq. 6.103) to T ′f (Eq. 6.110) (Monteith
and Unsworth 1991), with increases in air temperature and/or net radiation. An
increase in effective temperature will not be although instantaneous due to thermal
inertia reflected in a finite heat capacity. The heat capacity per unit area a will allow
for thermal storage in the contact surface as follows:

Rn ¼ Hþ a@T0=dt ð6:109Þ

Taking Eq. (6.109) and replacing H and Rn from Eqs. (6.101) and (6.103),
respectively, we deduce the following relation:

@T0=@tð Þ ¼ ðT 0
f � T0Þ=s ð6:110Þ

where s is the time constant, with time units. For example, the time constants in
elements of vegetal canopies range between orders of seconds for small leaves,
minutes for large leaves and hours for tree trunks.

6.4.2 Transient Responses

As aforementioned, the main types of transient responses in environmental systems
to external forcing energy changes in terms of temperature and components of
energy budgets can be grouped as step change, ramp change, and harmonic
changes. These transient concepts are discussed in Annex 2 and Chap. 3 for
instrumental fundaments.

Under boundary conditions, step changes of the effective temperature in envi-
ronmental systems change instantaneously from Tf to T 0

f

t ¼ 0 ) T0 ¼ Tf
t ¼ 1 ) T0 ¼ T 0

f

From Eq. (6.110), it follows that

T0 ¼ T 0
f � T 0

f � Tf
� �

expð�t=sÞ ð6:111Þ

206 6 Heat and Mass Transfer Processes



In Eq. (6.111) for instant t = s results that T 0
f � T0

� �
¼ T 0

f � Tf
� �

expð�1Þ ¼
0:37 T 0

f � Tf
� �

; so 0.63 is the remaining temperature fractional adjustment after a

period of one time constant.
Monteith and Unsworth (2013) reported two interesting case studies on tem-

perature step change transition concerning vine leaves and water streams. The
former concerned a study of Linacre (1972) reporting a value of 20 s for s of small
vine leaves, leading to a combined resistance rHR for sensible heat flow and
longwave radiation of 33 sm−1. The latter is related to water temperature in streams
as irradiation increases with the removal of vegetal canopies shading the water-
course. A step change in the input of net radiation occurs as the water stream enters
a clear area after coursing in a forest canopy with environmental implications, e.g.,
in aquaculture resources.

The estimated time constant in water streams in forest areas was estimated as
40 h for each meter of water depth (Sinokrot and Stefan 1993), clearly indicating an
inertial effect in a response to sudden variation in the net radiation inputs. Results
from Brown (1969) reported maximum rates of water temperature of 9 and 1 °Ch−1

in open and shaded areas, respectively.
The water temperature time variation (dT/dt) within a uniform well-mixed flow

in a cross-section and velocity V can be evaluated as follows:

@T

@t
¼ �V

dT
dx

þ Su þ Sl
qwcph

ð6:112Þ

with h being the stream depth, Su and stream bed Sl the heat exchanges between
water interfaces with the atmosphere and stream bed, respectively, and qwcp the
volumetric heat capacity of water. The heat budgets of upper and lower water
interfaces with the atmosphere can be put, respectively, as

Rnu ¼ Hþ LEþ Su ð6:113Þ

Rnl ¼ Sl þGsb ð6:114Þ

where Gsb is the heat flux conducted in the stream bed and the other term Sl is the
stream bed. The term Gsb is considered significant in bedrocks of shallow clear
streams. The main driver of temperature response on watercourse transitions from
shadow to clear surfaces will be the step change in net radiation. However, the
influence of Gsb and Sl in heat transfer in stream systems can be also important and
will depend on the thermal conductivity of the streambed material and on the
boundary layer resistance of the bedrock water interface.

The ramp change in temperature variations in environmental systems occurs
when the rate of change of ambient temperature, u or effective temperature, under
an external heat input is the following:
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T tð Þ ¼ T 0ð Þþut ð6:115Þ

so that from solving Eq. (6.110) the change of the mean temperature of the system
will be governed by the following equation:

T0ðtÞ ¼ Tð0Þþut � utð1� expð�t=sÞ ð6:116Þ

and thus, the heating rate of the surface will be

@T0
@t

¼ uð1� expð�t=sÞÞ ð6:117Þ

so that the rate of heating of the system will be nil in the beginning and will increase
to u in one later instant t much higher than the time constant. When the ratio ð�t=sÞ
exceeds 3, the exponential term in Eq. (6.116) can be neglected and this equation
becomes

T0 tð Þ ¼ T 0ð Þþuðt � sÞ ð6:118Þ

so that the system heats at the same rate as the environmental temperature with a
time lag s, corresponding to a temperature lag of uT . Monteith and Unsworth
(2013) mentioned for forest canopies that a ramp change regime could command
the condensation rate in trunks of trees although imperceptible due to an eventual
roughness of the surface. In this context, Unsworth et al. (2004) reported that
saturated air in the forest canopies of Douglas fir became saturated in summer
mornings shortly after sunrise, defending that condensation on tree trunks could be
determinant for bark-dwelling organisms.

6.5 Mass Transfer

6.5.1 Gases and Water Vapor Transfer

In the free atmosphere, turbulent diffusion controls the circulation of gases and
water vapor by convective processes like those of heat convection, with less
influence on ground surfaces on calm nights. The turbulent transfer of water vapor
and carbon dioxide is of utmost relevance for the biosphere and forest canopies. For
example, the amount of carbon dioxide absorbed by a green crop canopy is roughly
of the same order of magnitude as all the carbon dioxide existing up to a height of
30 m above the canopy.

Although the daily concentration of carbon dioxide changes in the boundary
surface layer due to the photosynthesis dynamics, the amount of removed carbon
dioxide is of a maximum of 15% of the diurnal mean CO2 concentration in the
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surface layer. This is due to an available capacity of turbulent transfer for replen-
ishing CO2 absorbed by plants from the mixed boundary layer (Chap. 1). Experi-
mental data presented by Monteith and Unsworth (2013) showed that during
summer afternoons turbulent transfer enabled the extraction of CO2 from the top
planetary boundary layer of the order of 1–2 km for keeping some balance with
carbon dioxide uptake by vegetal canopies.

The mass transfer coefficient is defined in a similar way of the heat transfer
coefficient (Eq. 6.21) as follows (Holman 1983):

dm

dt
¼ F ¼ hDAðv2 � v1Þ ð6:119Þ

where F is the mass flux of gas per unit surface area, (g m−2 s−1), hd is the mass
transfer coefficient, and v2 and v1 are the mean concentrations of gas in the surface
(gm−3), in the sites among which mass transfer occurs. For example, if the two sites
correspond to a given surface vs and to free air v, the term corresponding to the
concentration difference will be (vs – v).

Mass transfer to or from objects suspended in airflows is an akin process as heat
transfer by convection and can be parametrized by the Sherwood number, Sh, a
dimensionless parameter representative of the concentration dimensionless gradient
at the surface, similar as Nusselt number for heat convection, defined as

Sh ¼ F

D vs � vð Þ=h ð6:120Þ

where D is the molecular diffusivity of gas in air (m2s−1) and h the thickness of an
equivalent still air layer. An expression for the resistance of mass transfer, either for
water vapor or for carbon dioxide, can be derived from Eq. (6.120), obeying the
analogy with electric resistance (Eq. 2.24), as follows:

F ¼ vs � vð Þ
r

ð6:121Þ

and

r ¼ d

DSh
¼ 1

Sh hD

where hD is the coefficient of mass transfer in Eq. (6.119). Values for water vapor
and carbon dioxide molecular diffusion (D) coefficients range between 20:5� 10�6

and 28� 10�6 and 12:4� 10�6 and 17� 10�6, respectively, increasing with air
temperatures in the environmental representative range between −5 and 45 °C. The
Sherwood number for forced convection is a function of the Reynolds number and
of the Schmidt number (Sc), which is defined by the ratio m/D between thermal and
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mass diffusivities, where m is the coefficient of kinematic viscosity of air (m−2s−1)
and D the molecular diffusivity of gas in air (m−2s−1). The vertical profiles of
velocity and mass concentration will be similar when m = D or Sc = 1. For mass
exchange above a flat plate, Sh is given by the following equation:

Sh ¼ 0:66Re0:55Sc0:33 ð6:122Þ

Equation (6.122) accounts either for turbulence as for the differences in the
effective thickness of boundary layers for heat and mass. When mass and heat
transfer occur simultaneously, under forced convection, Nusselt and Sherwood
numbers are related by the following relations:

Sh ¼ Nuða=DÞ0:33 ð6:123Þ

with the ratio (a /D) between thermal and mass diffusivities being the Lewis
number, and

h

hD
¼ qcp

Sc

Pr

� �2=3

¼ qcp
a
D

� �2=3
¼ qcpLe

2=3 ð6:124Þ

where q and cp refer to the density and specific heat at a constant pressure of the
fluid, and Pr is the Prandtl number (Eq. 6.19), representing the ratio between the
thicknesses of the two boundary layers. Two ratios of resistances to water vapor and
carbon dioxide transfer, DV and DC, are the following (Monteith and Unsworth
2013):

rV=rH ¼ a=DVð Þ0:67¼ 0:93 ð6:125Þ

and

rC=rH ¼ a=DCð Þ0:67¼ 1:32 ð6:126Þ

The mass transfer of gases and vapors under free convection is determined, e.g.,
by differences in air density due to temperature gradients and/or by vapor con-
centration gradients. The Sherwood number will now be related to Grashof
(Eq. 6.52) and Schmidt numbers by the following relation:

Sh ¼ BGrmScm ¼ NuLem ð6:127Þ

where B is a constant similar to the constants in Eqs. (6.54), (6.55) and Table 6.4 for
heat transfer in free convection, and m is a constant of 1/4 and 1 /3 in laminar and
turbulent regimes, respectively. Monteith and Unsworth (2013) recommend that for
calculation of Grashof number (Eq. 6.52) when buoyancy on lesser dense moist
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air occur, it is convenient to replace the difference between temperatures of surface
and air ðT0 � TÞ by the differences of virtual temperature ðTv0 � TvÞ (Chap. 1):

Tv0 � Tv ¼ ðT0 � TÞþ 0:38ðe0T0 � eTÞ=p ð6:128Þ

where e and e0 are the vapor pressures at the surface and air and p is the air
pressure.

When the mass transfer is induced by the ventilation of a system such as
greenhouses, the flux gradient approach following the electrical resistance analogy
(Eq. 2.24) can be used to define a transfer resistance according to the above
principles presented in the discussions of heat and mass convection. If the air inside
of a greenhouse is ventilated so that the interior carbon dioxide volumetric con-
centration is homogeneous wi, while the outside air concentration is wo, the rate at
which plants in the greenhouse absorb carbon dioxide from the external atmosphere
can be put as

F ¼ qcvNðwo � wiÞgh�1 ð6:129Þ

where v (m3) is the volume of air in the greenhouse, h is the height of the house,
N is the number of air changes per hour and qc (gm

−3) is the density of carbon
dioxide.

In terms of resistance analogy, the resistance to CO2 diffusion rc can be defined
by the following equation:

rc ¼ qc vc � við Þ
F

¼ A

vN
¼ Nh

� ��1 ð6:130Þ

where A is the floor area.

6.5.2 Particle Transfer

Particle mass transfer is relevant in boundary layer dynamics at a wide range of
scales from fungal spores or seeds in agroforestry systems to large dust emissions
and sandstorms following an outbreak of strong wind, with potentially devastating
environmental impacts. Small particles of solids and liquids are transferred in the
free atmosphere by turbulent diffusion. Inertial effects in particle mass transfer are
relevant close to obstacle surfaces, where particles are thrown against if a fast
direction change of airflow carrier occurs. Gravitational forces in particle transport
are also more relevant than in molecules transport. Relative motion between air and
particles induces drag forces in particles, such as pollen from stamens, allowing to
detach them from surfaces where they are attached (Fig. 6.12).
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Three special cases of drag forces (Monteith and Unsworth 2013) on particles
are usually considered:

(i) for particles with radius r much smaller than the mean free path k of gas
molecules, a case wherein particles behave as larger gas molecules, and the
drag force is the result of the higher impact of windward surfaces of particles
than in leeward surfaces. If the mass of the particles is much larger than the
mass mg of the gas molecules, considering perfect reflection of collisions, then
the drag force on a particle moving with a velocity U in a gas is given by

F ¼ 4
3
pnmgcr

2U ð6:131Þ

where n is the number of gas molecules per unit volume and c their mean velocity.
The drag force is then proportional to particle velocity and surface area. A typical
example (Monteith and Unsworth 2013) is that at 20 °C there are about 3.1025

molecules of air per cubic meter, a mass of a molecule is about 5.10–26 kg and c is
about 500 ms–. The mean free path of molecules in the air is about 0.1 lm and thus
this case applies to particles with a radius lower than 0.01 lm;

(ii) for particles with radius r higher than path k of gas molecules but with a
particle Reynolds number Rep is defined as 2rU/m, with U being the velocity of
relative motion of the particles relative to air and m the kinematic viscosity of
air lower than 0.1, drag is derived mainly from the viscous forces resulting
from the interaction between the particle and the gas molecules. The drag force
is now governed by the Stokes law

Fd ¼ 0:5cdqgU
2A ð6:132Þ

with qg being the gas density, A the cross-sectional and cd the drag coefficient. In
this case, drag force is proportional to radius and particle density. With spheric

Par�cle

Fig. 6.12 General scheme of
the three main forces acting
on a particle in a fluid flow
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bodies for Rep higher than 103, under the domain of Eq. (6.131), it can be con-
sidered that cd is independent of Reynolds number, being proportional to U2 and the
cross-sectional area. For 1 < Rep < 400 another empirical equation was proposed

cd ¼ 24=Rep
� �

1þ 0:17Re0:06p

� �
ð6:133Þ

For values of Rep lower than 0.1, under the domain of Stokes Law, the drag
coefficient of a spherical body decreases with the increase of Rep, and a proposed
empirical expression for the variation of cd is

cd ¼ 24
Rep

ð6:134Þ

Monteith and Unsworth (2013) mentioned one application example of these par-
ticle mass transfer principles about the estimation of the force necessary to detach
cylindrical spores of a fungal pathogen, with about 20 lm of diameter, from a stalk
with 150 lm length, where they grow. This example showed that 50% of the spores
were removed under a steady averagewind speed of 10 ms−1. The corresponding drag
force obtained with Eq. (6.132) was around 10–7 N and it was also mentioned that
spores in the field were detached under much lower average wind speeds emphasizing
the relevance of brief turbulent gusts in the increase of drag coefficients by tearing
down leaf boundary layers and dispersing the pathogen spores in the atmosphere.

The same authors showed that the drag coefficient for a spherical particle
explained by Eq. (6.131) was reflected in a linear decrease of drag coefficient
between 104 and 50 within a range of Rep between 0.001 and 1 corresponding to a
flow governed by Stokes law (Eq. 6.133) was related to Rep ranging between 400
and 1 corresponding to a drag coefficient decreasing from about 50 to 5. Within the
flows with Rep values higher than 10 up to 105 or more, already within a turbulent
boundary layer, drag coefficient was almost constant ranging between 2 and 6, and
the drag force was shown as proportional to the square of mean velocity U2 and to
cross-sectional area A, according to Eq. (6.132).

At terminal sedimentation velocity, the excessive vertical force on particles, Fg,
due to the difference between weight and buoyancy is given by

Fg ¼ 4
3
pR3gðqp�qf Þ ð6:135Þ

where qp and qf are the mass densities of the sphere, with a radius R, and g the
gravitational acceleration. From Eq. (6.132), the calculation of the drag force of a
spherical particle is given by

Fd ¼ 0:5cdqgU
2pR2 ð6:136Þ
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and a sedimentation velocity, Us, from the equilibrium of drag, buoyant and
gravitational forces in Eqs. (6.135) and (6.136), can be evaluated as

U2
s � 8Rqg=3cdqf ð6:137Þ

In cases of pollutant particles moving in the air, the term qf can be removed
because air is much lighter than these particles.

If a spherical particle falls in a viscous fluid under a flow with a Reynolds
number lower than 0.1, then a terminal sedimentation velocity is reached when the
sum of frictional and buoyant forces on the particle equilibrates the gravitational
force. The gravitational effects will increase with heavier particles and will decrease
with higher fluid velocity and viscosity. The sedimentation velocity within the
Stokes regime is given by

Us ¼ 2
9

qp
� �
l

gR2 ð6:138Þ

For particles in flows with Rep higher than 0.1, Eq. (6.135) should be used with
the drag coefficient estimated with Eq. (6.133) or (6.134), with an iterative scheme
till achievement of a balance between drag and gravitational forces. The initial
guess for iterations to calculate the sedimentation velocity can be obtained by the
application of Eq. (6.138).

Particles of soil and pollutant materials are not spherical and show variable
density. Such particles are characterized by the termed Stokes diameter corre-
sponding to the sphere with the same density and sedimentation velocity. The
change of shape and associated physical characteristics are, e.g., noticeable with
water drops that flatten with fall increasing drag coefficient if having a radius
ranging between 0.4 and 2 mm. For drops with a radius ranging between 2 and
3 mm, increases in weight are compensated by the increase in deformation so that
cd and Us keep about the same values. Drops with a radius higher than 3 mm break
up during fall.

The transient horizontal motion of particles is governed by the following
expression:

xðtÞ ¼ s U0 1� exp � t

s

� �� �
ð6:139Þ

where s is the relaxation time of the particle which is the time constant in the
exponential decay of the particle velocity due to drag and U0 is the initial velocity
corresponding to dx=dt when t = 0. As examples of relaxation time for particle
transfer in air figure 3.54 ls for particles with a radius of 0.5 lm or 1.23 ms for
particles with a radius of 10 lm. In the case of Stokes flow for Rep values <0.1, the
particle drag coefficient is, as mentioned, inversely proportional to Rep, so the
relaxation time s can be calculated as follows:
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s ¼ qpd
2
p

18l
ð6:140Þ

with qp being the particle density, dp the particle diameter, and l the gas dynamic
viscosity.

Particles suspended in a fluid flow can impact obstacles, due to their significant
inertial momentum. Thereby these particles do not follow exactly streamlines
which change direction very fast to contour obstacles, avoiding direct contact with
them. The transported particles are not as rapid as streamlines to change direction,
colliding thereby with the obstacles (Fig. 6.13). In this context, Stokes number
(Stk) is a dimensionless parameter for the prediction and quantification of impaction
of particles with objects. The Stokes number is defined as the ratio

Stk ¼ su0
l0

¼ l

l0
ð6:141Þ

where s is the relaxation time of the particle, u0 is the fluid velocity windward to the
obstacle, l is the stopping distance depending on particle size, velocity, and drag
forces and l0 is the characteristic dimension of obstacles, typically their transversal
diameter. A particle with a Stokes number <1, follows fluid streamlines under
perfect convection but a particle with a large Stokes number has higher inertia
continuing along its initial trajectory.

The stopping distance su0 is the distance traveled by a suspended particle caused
by inertial delay after the horizontal component of the airflow is zero, or after the
vertical acceleration of flow is nil due to force equilibrium. In the latter case,
vertical sedimentation velocity is as follows:

Us ¼ g s ð6:142Þ

Fig. 6.13 Scheme of the
behavior of particles in a fluid
(from Li et al. 2018)
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6.5.3 Particle Deposition

The term deposition concerns the set of processes by which particles in fluid flows
are deposited in surfaces or objects. In the case of aerosol, defined as a suspension of
fine solid particles or liquid droplets with a diameter lower than 1 lm in the air or
another gas, deposition processes, which decreases the concentration of particles in
the air, are usually divided into two sub-processes which are dry and wet deposition.
Aerosols can be natural such as fog, mist, or forest exudates, or from anthropogenic
origins such as particulate air pollutants or smoke. Another classification of aerosols
is of primary aerosols containing particles introduced directly into the gas flow or
secondary aerosols borne from gas-particle conversion processes.

Dry deposition includes processes such as impaction, abovementioned, gravi-
tational deposition due to the gravity-driven particles fall, the interception related
with the unavoidable collision of particles following streamlines strictly with very
close obstacles, the collision of particles transferred by turbulent eddies or the
electrostatic attraction by particles and obstacles with different electric charges.
Electrostatic forces are more effective when the particles are very close to obstacles.
Direct interception involves particles whose size is neither large to have inertia nor
small to diffuse within the streamlines.

Wet deposition consists of the purging of aerosol by atmospheric hydrometeors
such as raindrops or snowflakes. Wet deposition is developed through gravitational,
Brownian, or coagulation with water droplets. Types of wet deposition processes
are below-cloud scavenging and in cloud scavenging. The former occurs when rain
droplets and snow particles hit aerosol particles through Brownian diffusion,
interception, impaction, or turbulent diffusion. The latter occurs when cloud dro-
plets or cloud crystals act as nuclei or collide with aerosol particles and capture
them. These particles can be brought to the ground surface by transportation with
falling rain or snowflakes.

As an example, Monteith and Unsworth (2013) refer that for a short vegetation
canopy with a height of around 0.1 m, the dimensional ranges of particles apt for
increases from about 0.001 lm to fold scales of dozens of micrometers in the order
from Brownian diffusion, interception, impaction, rebound to gravitational settling.
Brownian displacement of particles controls the dislocation of sub-micron sized
particles with possible coagulation up to characteristic dimensions of about 0.3 lm
which largely contribute to the atmospheric amounts of 2.5 fraction of particulate
matter. Brownian diffusion will be minimal with particle dimensions higher than
1 lm, especially with more viscous fluids. The Brownian deposition obeys Fick
law, relating the diffusive flux to the gradient of concentration (Chap. 2), wherein
fluxes are directed from high concentration to low concentration location as
follows:

J ¼ �D
du
dx

ð6:143Þ
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with J being the diffusion flux defined as the amount of matter per unit area and unit
of time, D is the diffusion coefficient or diffusivity defined in units of area per unit
time, u is volumetric mass concentration and x the length position. The particles
under Brownian diffusion do not move along streamlines and should decrease with
higher fluid velocities because under these conditions particles will have less time
to diffuse.

Particle interception involves particles in the mid-range size ranging between
0.2 lm and 1 lm, a range neither large enough to have inertia for leaving
streamlines nor small enough to diffuse with the flow streams. Impaction inertial
particles correspond to characteristic dimensions ranging between 2 and 5 lm, and
particle rebound upon impact with an obstacle surface or with particles on that
surface occurs with particles with characteristic dimensions ranging about between
5 and 10 lm.

Particle rebound or bounce-off is more pronounced with relatively large parti-
cles, with higher normal impact velocities above a critical velocity, small obstacles
with thin boundary layers, or small loss ok kinetic energy on impact. Mechanisms
for higher deposition velocity, within ranges of about 10–100 ms−1, are most
effective for very small or very large particles. The latter with a characteristic
dimension higher than 10 lm will sediment quickly under gravitational settling,
with the deposition rate being the settling velocity due to the gravity-induced drag.

Monteith and Unsworth (2013) refer that in vegetal systems the capture of
particles larger than about 10 lm is influenced by foliar surface stickiness of
wetness, contrasting with smaller particles whose capture is more influenced by
hairs or surface irregularities. In vegetal systems, the ratio of particle flux deposited
on a surface to the atmospheric concentration at a level above is termed as the total
deposition velocity.

Flux measurements (Chaps. 2 and 3) can be used for the calculation of a cor-
rected surface deposition velocity for comparisons of deposition velocities deter-
mined on different surfaces and windspeeds. Particles with diameters lower than
50 lm are not prone to recirculate in airflow, after being deposited in vegetal leaf
surfaces.

In the desert, Bagnold (1941) found the same for sand particles, although for
larger grains displacement by wind would occur with redepositing of displaced
particles. The later can induce displacement of other particles in a possible chain
reaction through the termed saltation process, described below, with possible
causation of dust storms. The practical impossibility of resuspension spores and
pollen by wind forces, can explain why pathogens and fungi progressed in the
formation of mechanical mechanisms to release spores, such as stalks above the
viscous boundary layer of plant leaves.

The deposition processes of interception, diffusion, impaction, and sedimenta-
tion are not effective for particles in the middle range between 0.1 and 0.2 lm, a
range size very representative of anthropogenic aerosols distributed in the atmo-
sphere. These aerosols can be wet deposited by interaction with hygroscopic par-
ticles. For example, soluble sulphate particles in this range can be transported to
large distances and persist in the atmosphere till they find conditions of high
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humidity where, by condensation, they can increase in size into larger drops that are
more prone to be captured by falling rain. The particle diameters D0 at dry state and
Ds at a water vapor saturation ratio, S, defined as the product between the % of
relative humidity and 1/100 are related as follows:

Ds=D0 ¼ 1� Sð Þ�c ð6:144Þ

with c being a hygroscopic growth parameter depending on particle chemical
composition with a value of 0.2 for aged European aerosols and larger for marine
aerosols. For c of around 0.2, the size of particles would double for a relative
humidity of 97%. Monteith and Unsworth (2013) mention the example of soluble
aerosols of sea-salt particles, including sodium chloride interacting with bubbling
water drops from waves in oceans, which grow by condensation at smaller satura-
tion ratio than that of pure water. This is because dissolved salt causes a decrease of
equilibrium vapor pressure over a water surface. As the drop derived from a dry salt
particle grows, salt concentration decreases tending to pure water, with an increase in
the equilibrium vapor pressure. In the development of larger hygroscopic droplets, a
specific interaction exists, for a given set of environmental conditions, between the
equilibrium drop size and variables such as relative humidity or particle mass.

The growth of soluble aerosol particles in instantaneous equilibrium with
adjacent relative humidity increases quickly with environmental humidity. Those
changes in particle dimensions influence vertical mass fluxes measured with the
eddy covariance method. Indeed, considering an increased humidity close to, e.g., a
grass canopy surface, particles moving upwards can be larger than those with the
same dry diameter moving downwards, implying a correction for the particle
growth due to this hygroscopic effect.

6.5.4 Sand and Dust Transfer

Atmospheric motion of sand and dust particles or high concentration of particulate
in airflow, e.g. during the outbreak of a sandstorm, are huge environmental physical
processes with relevant negative socio-economic impacts.

Transport of solid particles by wind is due to a combination of gravity with/or
the flow of fluid where the sediment particles are entrained. The sediment transport
can result in ripples or sand dunes.

The dust/sand particles are lifted by airflow under patterns depending on the
diameter, density ratio, trajectories of the fluid and particles, kinetic energies, and
inertia of the particles and the fluid. Turbulent vortices sweep along the ground
surface, pushing particles which can be entrained and lifted if they are light enough.
Dust/sand particles follow trajectories ranging between displacement in the atmo-
sphere to great heights or distances with creeping and saltation cycles consisting of
lifting and returning to the ground and lift again (Fig. 6.14).

Particle movement under fluid transport can occur under several modalities
(Fig. 6.15). Particle creeping consists of particles rolling downstream, keeping
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contact with the ground surface, under conditions where the forces exerted by the
fluid do not allow a lift of particles. Creeping particles along the ground through
small jumps might eventually splash and eject much smaller particles.

There have been few studies of creep and little is known about this type of
motion, due to the extreme difficulty of direct observation of particle movements
close to the ground (e.g., Cheng et al. 2012).

Fig. 6.14 Saltation cycles showing lift-up and trajectories of particles (from Mitha et al. 1986)

Fig. 6.15 Modalities of suspension, saltation, and creep of sand particle wind transport (from
https://en.wikipedia.org/wiki/Saltation_(geology))
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Under wind speeds above a critical value, termed as impact or fluid threshold,
the drag forces exerted by the airflow are enough to lift some particles from the
ground surface generating the termed saltation process. Saltation is a type of par-
ticle transport, e.g., by wind or water, consisting of a detachment of loose materials
from a floor surface and transport by a fluid before returning to the surface.

Particle saltation is a combination of aerodynamic entrainment, wind field
change, particle bed splashing impacts, and variable particle trajectories (Cheng
et al. 2012). Aeolian saltation includes three main steps which are: (i) the accel-
eration by wind and gravity developing an arcing trajectory over the ground sur-
face; (ii) progressive transfer of momentum from airflow with an increase of the
quantity of sand/dust involved in saltation, insofar that the airflow becomes
dependent of the course of saltation; and (iii) saltation grains, with some incipient
creeping, hitting the ground surface with ejection or splashing of additional parti-
cles which become engaged in saltation dynamics and propagating thereby the
transport process (Mitha et al. 1986).

Saltation particles are accelerated by fluid flow and pulled downward by gravity,
causing them to travel in roughly arc ballistic trajectories. These trajectories are
modified parabolas with initial angles close to 45° and smaller impact angles of
about 10°.

Small particles, with characteristic dimensions smaller than 20 lm are entrained
into the air stream, e.g., from the impact of saltation of sandy particles and carried
out by large eddies over long-term suspension with potential convective advection
up to great heights and long distances. For very small particles, vertical drag forces
due to turbulent fluctuations in the fluid are similar in magnitude to the weight of
the particle. The smaller the particle, the less important is the downward pull of
gravity, and the longer the particle is likely to stay in suspension. For particles of
characteristic dimensions ranging between 20 and 70 lm, these processes are
moderate and suspension in airflow lasts for shorter-term periods. Particles with
diameters ranging between 70 and 500 lm are prone to saltation processes, such as
sand-drift over desert surfaces, snowdrift over smooth surfaces, soil blowing over
fields, or pebble transport by rivers. Creeping occurs under very low fluid velocity
or with particles with a diameter bigger than 500 lm or protected physically from
strong influence with the fluids.

The mass flow of particles by saltation under steady conditions is given by the
Bagnold equation (1936)

q ¼ C
q
g

ffiffiffiffi
d

D

r
u3� ð6:145Þ

where q is the mass transport of sand across a floor strip of the unit (kgm−1s−1), C is
a dimensionless constant equals to 1.8 for natural graded dunes, d is the mean grain
size, D is a uniform grain size 250 lm, q is the air density, and u� (ms−1) the
friction velocity considering the shear stress between the wind and the sheet of
moving sand and under a condition that this velocity should be higher than the
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threshold shear velocity u�t for initiation of particle motion. The threshold shear
velocity can vary with sediment moisture or the presence of vegetation.

Alternative models for evaluation of particle saltation dynamics is the following
(Kawamura 1951):

q ¼ c q=g u� � u�tð Þ u� þ u�tð Þ2 ð6:146Þ

where c is a constant equals to 2.78 and the threshold shear velocity u�t is given by

u�t ¼ A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gdðqs � q

q

r
Þ ð6:147Þ

of Bagnold (1936), where A is a constant of 0.085 for impact threshold, and qs is
the sediment density taken as 2.650 kgm−3.

Zingg (1953) proposed another expression

q ¼ c
d

D

� �3=4q
g

u�ð Þ3 ð6:148Þ

with constant c equal to 0.83.
As an example, for experimental application of particle saltation principles, it can

be mentioned the data of Granja et al. (2012), regarding the vertical profile of sand
saltation mass flow in the non-vegetated sand surface near the top of a smooth
parabolic shaped dune at Esposende beach, Portugal. The floor site exhibited an
unobstructed fetch of 60 m length, an estimated apparent roughness length of 1 mm,
and a slope of about 10°.

These authors showed a clear exponential decay of saltation intensity away from
the sand surface. Vertical flux profiles were evaluated using a geometrically
weighed trap centring method. The sand transport and mass-flux profile measure-
ments were collected during 13 data runs with arrays of seven vertically stacked
hose style traps. Over the runs, mean sand grain sizes varied from 0.27 to 0.35 mm,
averaging 0.32 mm and friction velocities ranged between 0.35 and 0.49 ms−1. The
measured vertical sand mass fluxes ranged between 0.004 and 0.015 kgs−1m−1,
averaging 0.005 kgs−1m−1. The estimated fluxes through models of Bagnold
(1936), Kawamura (1951) and Zingg (1953) averaged 0.011 kgm−1s−1, 0.020
kgm−1s−1 and 0.007 kgm−1s−1, respectively.

The general nonlinear least-squares fitted curves for describing the exponential
decay of sand mass-flux gradient, over heights above floor surface ranging between
0 and 600 mm, were as follows:

Qn ¼ a expðbhÞ ð6:149Þ
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where a and b are the regression coefficients,Qn is the normalized flux in percent per
10 mmheight, and h is the elevation (inmm) of any point above the surface. The fitted
coefficients a and b showed ranges of 13.52–24.78 and −0.010 to −0.024, respec-
tively, with an R2 of 0.992. These results were very similar to the ones obtained from a
study in Guadalupe beach in California, USA, with sand with grain size of about
0.39 mm, giving average values for a and b of 13.65 and −0.01. The two sites in
Western Europe and North America, delivered very similar patterns of sand mass
normalized fluxes over heights above floor surfaces ranging from 0 to 60 cm, with a
very good similarity in the range between 20 and 70 cm, revealing a common decay
pattern of exponential vertical mass flux. The methodology applied was supposedly
valid for long-term analysis, under available representative databases for wind
velocity, sediment accumulation, weather, and micro-topographic data.

Cheng et al. (2012), followed a Lagrangian modeling approach for analyzing the
dynamics of entrainment in the atmosphere of dust particles after the outbreak of
strong winds storms. Lagrangian turbulent flow modeling is a common pathway for
the treatment of dispersion problems consisting of the description of a given flow of
molecules and particles overtime periods, instead of Eulerian analysis in the fixed
control volume. Given the specificity and uniqueness of turbulent flows and pat-
terns, which depend on the initial and boundary conditions under a nonlinear way,
numerical models are not strictly universal without a need to readjustment of model
parameters. During a period of strong winds, soil erosion with sand and dust
emissions is due to descending strong average airflow and fluctuations, with dust
entrainment due mainly to the coherent structure of wind gusts.

A first theoretical step for the analysis of particle trajectory in airflow is the
quantification of the instantaneous fluid velocity of the air surrounding each par-
ticle, or the velocity of fluid seen by the particle, along with successive time
instants. Initially, the fluid and the particle are at the same position, but because of
the inertia of the particles and gravity effects, the two trajectories will be eventually
de-correlated with different velocities and the rising of relative velocity. Throughout
its trajectory, the solid particle will leave the initial single air parcel slipping instead
between parcels and eventually leaving the initial turbulent structure and moving to
another one.

For the calculation of sand-dust particles entrainment in a quasi-two-dimensional
incompressible flow, Cheng et al. (2012) showed that lagrangean autocorrelation
for particle acceleration is much smaller than for velocity, considering large Rey-
nold numbers and time periods Dt higher than the Kolmogorov time scale sK

Dt [ [ [ sK ¼ ðm=eÞ1=2 ð6:150Þ

In Eq. (6.150) m is the kinematic viscosity of air and e the ensemble average rate of
TKE dissipation. The particles velocities between two instants t and t + Dt can
be considered independent, with the latter depending on the velocity and acceler-
ation of the fluid, and not at any other mechanisms acting on the acceleration for
time periods smaller than Dt.
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These authors used measured values of air velocity in surface boundary layers
related to the airflow velocity field and turbulent energy for parametrization of
initial and boundary conditions for the simulations of sand–dust particles
entrainment.

The numerical simulations assumed particle densities of 1500, 1700, and 2650
kgm−3 for dust, sand and dust mixtures, and sand, respectively, with a stationary
horizontal velocity of 13 ms−1. Particles were injected into the flow randomly over
the entire ground surface, with the injection angle and particle vertical velocity
being considered as Gaussian randomly distributed. The trajectories of particles
were computed over 5000 m with three mean diameters of 5, 20, and 40 lm,
considering suspension as the only transportation mechanism without rebound or
ejection of new particles after returning to the ground surface.

The first simulation of sand–dust entrainment in a purely horizontal flow with
three suspensions with 50 hypothetical particles each regarding dust, sand, and sand
and dust mixtures, showed that under the boundary turbulent velocity field assumed
very few particles could reach a 150 m height. This height was about 100 times
greater than the thickness of the estimated initial sand/dust 1.5 m two-phase
boundary layer of fluid flow. The calculations estimated that about 34, 48, and 88%
remained in the 1.5 m layer. The greater height that dust or mixtures of dust and
sand could reach was about 250 m. For sand, the estimated maximum height
achieved was 180 m.

The second simulation concerned entrainment of particles injected in a descend-
ing airflow over the ground. A vertical component was introduced in the wind
velocity profile, and it was shown that in three suspensions with 50 particles each,
about 92, 98, and 72%, of particles of dust, sand, and sand and dust mixtures
remained in the 1.5 m double phase layer. The larger height achieved by dust was
20 m, with only one sand particle reaching 50 m and the remaining lift by no more
than 1 m. For dust and sand mixture, only one particle reached 50 m height and the
remaining reached 30 m at maximum.

The third type of simulation concerned wind gust, as the only element of the
airflow velocity field with a downward velocity of 1 ms−1. A major change in the
boundary and initial conditions was imposed, with new variables concerning ver-
tical and horizontal amplitudes of wind gust changes with height above the ground
surface. The results of these simulations with three hypothetical particle suspen-
sions showed that, with the coherent structure of wind gust, particles could indeed
reach the top of the atmospheric boundary layer.

As expected, lower quantities of heavier particles should reach the top height by
comparison with lighter particles. Sand/dust particles with a diameter ranging
between 5 and 40 lm can overcome the descending air motion, penetrate the
middle and upper levels of the atmospheric boundary layer, and then propagate
further and diffuse into the troposphere where ascending air motion prevails. This is
a typical scenario for soil erosion, sand/dust emission, and entrainment, e.g., in
eastern Asia during spring (Cheng et al. 2012).
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6.5.5 Sediment Transportation in Rivers

Another typical environmental management issue where mass transfer principles
are fundamental is the quantification of sediment fluxes in rivers. The typical
dimension of transported particle sediments is around 1 mm or smaller because air
is a light fluid with low viscosity, and therefore, not able to deliver much shear on
its bed. Fluvial transport with flowing water in natural systems such as rivers or
streams with higher density and viscosity is larger than air.

Water transport of sediments in rivers can result in the formation of structures
like ripples, dunes, fractal shapes, or floodplains. This problem is strictly related to
increases in, e.g., channel erosion and deposition potential or in flood risks or in the
degradation of the benthic zone. The movement of bed material begins as soon as
the critical values of shear stress (s = qghS on average terms with q being the water
density, g the gravity acceleration, h the mean flow depth, and S the channel slope)
or specific stream power (x = sU with the U representing the mean water velocity)
are surpassed. Above this threshold, the transport rate increases nonlinearly with
excess stress or power, meaning that estimates of sediment transport flow duration
or total bed material flux are highly sensitive to the values of critical shear stress or
specific stream power.

In this context, effective management of fluvial resources requires a quantitative
catchment-scale approach which must be based on variables such as discharge rates,
slopes, channel widths, or grain sizes. Stream bedload transport is highly inter-
mittent in streams and rivers with beds consisting mainly of gravel or boulders.
These are examples of easily estimable and/or collectible variables, e.g., by remote
sensing, existing databases, or direct measurement. Many sediment transport
models, following empirical or theoretical approaches, exist with each one devel-
oped under a specific context and objective, and thereby a major goal to achieve
should be the evaluation of model sediment transport with limited data available
(Lammers and Bledsoe 2018).

Fluvial sediment fluxes depend on variables in theoretical transport equations,
related to shear stress, velocity fields, or flow depths. However, due to their
complex temporal and spatial variability, these variables are difficult to measure or
model turning thus impracticable their application in quantification, e.g., of load
transport in equations at the catchment-scale level. A main attempt to overcome
these handicaps was the introduction of an alternative variable termed as specific
stream power, x, that can be defined as the available power supply in a stream as
follows:

x ¼ X
w
¼ qgQS

w
ð6:151Þ

where X is the unit-length power stream by unit-length (Wm−1 or in Nm−1s−1), w is
the channel width (m), Q is the discharge rate (m3s−1) and x the specific stream
power (Nm−2) and g is the gravitational acceleration (ms−2). Specific stream power
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in rivers or water stream is an expediting estimation as mentioned above using, e.g.,
streamflow gauges or remote sensing which allow quantifying channel slope.

A traditional pathway for characterizing the potential for sediment transportation
in river basins is based on the abovementioned assumption that the amount of
flowing water energy needed for the onset of an incipient particle motion and
sediment transport should be higher than a critical threshold of shear stress. The
rationale is that solid particles remain without acceleration if the acting forces such
as gravity, buoyancy, drag, or friction are in equilibrium. Shear stresses produced
by vertical velocity gradient deliver a drag force against solid particles in bedrock
that, if higher than the balance of forces, induce the beginning of the acceleration of
these particles. The magnitude of shear stresses is dependent on the surface slope,
channel geometry, and flow dynamics. This critical shear stress can be expressed by
a dimensionless ratio which is the Shields parameter with its near-constant critical
value hc, expressed as

hc ¼ sc
qs � qð ÞDs

¼ hS

s� 1ð ÞDs
ð6:152Þ

where sc is the critical shear stress (Pa), qs and q are sediment and fluid density (kg
m−3), g is the gravitational acceleration (ms−2), h, is the flow depth, Ds is the
representative grain size (m) usually considered as the median grain size D50, and
s is the sediment specific gravity.

The application of this methodology is limited by the reliance on flow depth,
which can be calculated from discharge and flow resistance, under assumptions on
channel geometry not always applicable. Another limitation is that Eq. (6.152) is
based on mean values, averaged over the width of the channel, instead of the real
forces on individual solid particles due to practical difficulties in accurately esti-
mating the real force acting on individual particles. This reduces the accuracy of
this shear stress-based methodology for evaluation of sediment transport contra-
dicting the assumption that real shear stress should be more representative of
sediment transportation mechanisms than specific stream power. Another limitation
of the average formulation of shear stress in Eq. (6.153) may be the fact, reported
by meta-analysis works, that specific stream power was more correlated with
bedload transport rates than shear stress or velocity (e.g., Parker 2010; Parker et al.
2011; Martin and Church 2000).

Another handicap with the Shields parameter can be a bias with channel slope
which could deliver an over-prediction of sediment transport rates. Stream
power-based transport equations can be more accurate with higher channel slopes
due to the absence of correlations between stream power and channel slope
(Lammers and Bledsoe 2018).

The following empirical bedload equation presented by Bagnold (1980) was
pivotal for the discussion and estimation of the critical stream power, xc, expressed
in kg m−1s−1, for delivering incipient motion of sediments
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xc ¼ 5:75
g

q

� �0:5

qs � qð ÞD500:04½ �3=2log 12h
D50

� �
ð6:153Þ

with the dependent variables defined above. This equation still relies on the flow
depth and requires additional data not easily quantifiable at the catchment scale.

An attempt to improve this equation for obtaining a non-dimensional version of
critical stream power x*, by the elimination of flow depth, was proposed by Parker
et al. (2011)

x� ¼ x

q gRD50ð Þ3=2
ð6:154Þ

where R = (qs-q)/q is the termed submerged specific gravity of the sediment grains.
Equation (6.154) was found by these authors as useful for comparing empirical
estimates of critical power with different values of D50. Parker et al. (2011), con-
sidered that dimensionless critical stream power could be considered weakly cor-
related with channel slope and with a mean value of around 0.1. Despite its
simplicity, and without relying on the depth of the flow or some measure of
roughness, these approach for critical specific stream power has shown similar
accuracy to more complicate and data demanding equations. The assumption of a
constant value for x*, or distribution of values for x* centered on that value allows
xc to be calculated using only grain size represented, e.g., by D50.

Lammers and Bedsoe (2018) based on a broad meta-database analysis work
corroborated these findings delivering average values for x�

c of 0.085 ± 0.03 and
0.1 ± 0.065, similar to the 0.1 average of Parker et al. (2011) from flume and field
data, respectively. These results are not totally incompatible with those of Camenen
(2012), wherein x�

c varied by a factor of only about 1.5 for a range of channel slope
magnitudes between 0.02 and 30%.

Alternative robust empirical approaches for quantifying xc were proposed. The
empirical equation presented in Bagnold (1980) for sediment transport was the
following

qb
qb;ref

¼ s

s� 1
x� xc

x� xcð Þref

� �3=2 h

href

� ��2=3 D50

D50;ref

� ��1=2

ð6:155Þ

wherein qb is the unit bedload transport rate (kg m−1s−1, dry mass), x, and xc are
the specific and critical specific stream power, respectively (kgm−1s−1). The sub-
script ref means “reference values” which Bagnold used for making its empirical
equation dimensionless, and values qb,ref = 0.1 kgm−1s−1; x� xcð Þref= 0.5
kgm−1s−1; href = 0.1 m, and D50;ref= 1.1 E−3 m. Equation (6.156) shows that the
sediment transport rate is inversely related to flow depth and to the relative
roughness (h/D50).
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Lammers and Bledsoe (2018) based on Bagnold sediment relationship, intro-
duced the unit discharge q defined as

q ¼ Q=w ð6:156Þ

which is directly related to flow depth

Q

wU
¼ q

U
¼ h ð6:157Þ

where q is the unit discharge (m2s−1), U is the average water flow velocity (ms−1),
w is the channel width (m) and Q is the discharge rate (m3s−1). Thus, flow depth
and unit discharge are only equal at a constant velocity. Flow depth is also influ-
enced by surface roughness and this influence is neglected by replacing depth with
unit discharge.

In all this context, Lammers and Bledsoe (2018) based on extensive
meta-analysis and database treatment, proposed two empirical equations for bed-
load qb (kgm

−1s−1) and total sediment load transport Qt (ppm) as follows:

qb ¼ a1½x� xc�3=2D�1=2
s q1=2 ð6:158Þ

and

Qt ¼ a2½x� xc�3=2D�1
s q�5=6 ð6:159Þ

where the coefficient a1 is 0.0044 if x and xc are expressed in kg m−1s−1 units. The
value of xc, indicative of a threshold of a motion, can be obtained from Eq. (6.155)
by assuming the value of 0.1 for x�

c . In Eq. (6.160), expressing x and xc in kg
m−1s−1 units, the coefficient a2 is 0.66. These two equations for values of bedload
and total sediments transport rates ranged between 10–4 and 102 kgm−1s−1 and 10–1

and 105 ppm, respectively, showed good agreements, under residual metrics, with
data from direct measurements on available databases and from four alternative
models.

Sensitivity analysis showed that discharge and channel slope had the largest
influence on transport rates either with bedload or with total load sediments. On
transport rates of both loads, channel width, grain size, and x�

c showed having a
small effect only.

Among theoretical approaches for analyzing sediment tQransport in rivers it is
worth mention those developed by Lamb et al. (2008) and Ferguson (2005, 2012).
Lamb et al. (2008) established equations for quantifying the influence of critical
shear stress in fluvial sediment transport on balance equilibrium in the coordinate
system parallel to the streambed between the system forces composed by buoyancy,

6.5 Mass Transfer 227



FB, lift, Fl, drag, FD, and gravity forces FG on grain particles in streamflow as
follows:

FD þ FG � FBð Þ sin b ¼ FG � FBð Þ cos b� Fl½ � tan/0 ð6:160Þ

where /0 is a friction angle between grains and b is the bed slope angle. These
authors through an extensive meta-analysis evaluation, of flume and field data,
established that for particle Reynolds number Rep > 102, the critical shear stress s�c ,
corresponding to an onset of incipient motion can be given by the following
expression:

s�c ¼ 0:15 S0:25 ð6:161Þ

thereby showing a trend of increasing critical shear stress with channel slope.
Ferguson (2012) conceptualized a model for sediment transport under a theo-

retical approach whose main assumption is based on the hiding and protrusion of
solid grains in streambeds with distinct grain sizes. It was considered that some of
the total shear stress in a river with an almost absent sorted coarse bed is
unavailable for sediment transportation because it is expended on the form drag on
protruding standing grains in bedforms or obstacle clasts with less energy
remaining for acting on individual grains which are potentially mobile. The pre-
dominant grain sizes correspondent flow resistance and flow entrainment are not the
same, with coarser grains dominating in the former and finer grains prevailing in the
latter, e.g., in the context of huge amounts of transport under big floods. The
protruding grains which generate additional resistance to flow belong to the coarser
half of the size distribution.

The traditional critical value of the Shields parameter, hc, regards mainly beds
with smooth topography such as the generated in flume experiments at low shear
stresses. The minimum degree of bed irregularity, termed as “grain roughness”,
generates the base resistance conditions without grain hiding or protrusion. The
total stress at the onset of motion will be higher than the base resistance created by
immobilized coarse grains, as with macroscale bedforms such as barriers or dunes,
to an extent that depends on the ratio on the ratio of total resistance to the base level
of flow resistance. In this context, the total shear stress in a channel with a slope
S and a range of distribution of grain sizes is given by

s ¼ qghS ð6:162Þ

is partitioned into the components related with the base and additional resistance,
with the mean velocity U of a stream depends on a balance between total flow
resistance and shear driving force which can be represented by the shear or friction
velocity
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u� ¼ ðgdSÞ1=2 ¼ s
g

� �1=2

ð6:163Þ

and the total flow resistance can be expressed as

U

u�
¼ U

ðghSÞ1=2
¼ F

h

k

� �
ð6:164Þ

with F being a general monotonically increasing resistance function and k, a
roughness height generally scaled representative diameters such as D84 or D90.
Different velocities at the same flow depth, caused by different additional resis-
tances of protruding grains in bed material, correspond to different depths for the
same velocity due to the exponential vertical velocity profiles of the boundary layer.
Under base resistance with lower roughness height and probably smaller k′, a given
mean fluid velocity, U, would occur at lower mean depth h′, and unit discharge
q = h′U, with the ratio (h/h′) increasing with decreasing of relative submergence
defined by the ratio (h/k). Steep channels tend to typify a pattern of coarser bed
material and shallow flow, giving higher values for ðhc=h0

cÞ and hc. The ratio of
critical shear stress to critical stress at base resistance conditions without particle
hiding and protrusion can be related to the ratio of critical flow depths as follows:

hc
h

0
c

¼ hc
h

0
c

ð6:165Þ

with h
0
c and h

0
c being the critical Shields parameter and flow depth at the base

resistance condition.
Each resistance equation expressed in the general form of Eq. (6.165) is derived

from databases with, e.g., distinct velocities and resistances under the same flow
depth. The key criterion for choosing the total resistance function is the good fit of
roughness and velocity data mainly under intermediate to low submergence ratios
(h/k) typical of thresholds conditions in coarse bed streams in accordance with
simulations with the expectable patterns of shallow flows.

The base level of the flow resistance supposedly follows a vertical logarithmic
profile of the type

U

u�
¼ 1

j
ln 12:2

h

D50

� �
ð6:166Þ

with j being the von Karman constant of about 0.41 which, under the assumption
that the vertical velocity profile is logarithmic, can describe the grain resistance of a
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plane bed. The logarithmic equation can be written as a power law equation as
follows:

U

u�
¼ a0

h

D50

� �1=6

ð6:167Þ

One possible formulation for the flow resistance function is the variable power
flow resistance (VPE) equation as follows:

U

u�
¼

a1 h
D84

� �
h

D84

� �5=3
þ a1

a2

� �2
����

����
1=2

ð6:168Þ

with a1 and a2 constants of about 6.5 and 2.5, respectively. The VPE equation is
limited by two asymptotes which are

U

u�
¼ a1

h
D84

� �1=6
ð6:169Þ

in deep flows and

U

u�
¼ a2h

D84
ð6:170Þ

in shallow flows.
The deep flow asymptote is equivalent to the Gauckler–Manning–Strickler

equation for calculation of average velocity of water in turbulent flows in open
channels written as follows:

U ¼ S1=2D�1=6
84 h2=3 ð6:171Þ

The shallow flow asymptote is consistent with the linear velocity vertical profile
within a roughness layer. The VPE equation allows for differences in eddy viscosity
and velocity profile between deep and shallow flows. It was shown that this
equation delivers accurate and unbiased predictions of flow velocity throughout the
natural ranges of channel slope between less than 0.001 and more than 0.2, and of
relative submergences between 0.1 and 80.

A given velocity can be achieved with lower depth and unit discharge under
lower resistance to flow. The total resistance function above (Eq. 6.169) can be
used for obtaining the average velocity corresponding to a given flow depth. This
velocity can be thereafter used in the power approximation to vertical flow
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(Eq. 6.168) to obtain the lower flow depth corresponding to the base level of flow
resistance.

The ratio ðhc=h0cÞ after some manipulation can be written as a function of the
relative roughness (D84/h), or the inverse of relative submergence, and grain sorting
(D84/D50)

hc
h

0
c

¼ a0
a1

� �3=2 D84

D50

� �1=4

1þ a1
a2

� �2 D84

h

� �5=3
" #3=4

ð6:172Þ

This equation predicts that as relative submergence increase, ðh=h0Þ decline
towards asymptotic values between 1.4 and 2 depending on bed sorting, for deep
flows. From a set of values of (hc/D84), the correspondent sets of values of ðhc=h0cÞ
and ðhc=h0cÞ can be obtained from Eq. (6.172) and Eq. (6.165). The corresponding
set of channel slopes can be obtained using the definition given above for the
Shields parameter (Eq. 6.152)

S ¼ ðs� 1ÞhcD50

hc
¼ ðs� 1Þ hc=h

0
c

� �
h0c

hc=D84ð Þ D84=D50ð Þ ð6:173Þ

Equation (6.173) allows obtaining critical Shields parameter with trial values of
(hc/D84).

Ferguson (2012) follows the dimensionless form of Parker et al. (2011) in
Eq. (6.155), for derivation and comparison of relationships between dimensionless
critical specific stream power x*, and e.g., channel slope or median grain size D50.

A dependency between x�
c and (U/u*) was proposed, e.g., by Eaton and Church

(2011) as follows:

xc
� ¼ hC

3=2 U

u�
ð6:174Þ

with ratio (U/u*) obtained from Eq. (6.168). Equation (6.172) was also explored by
Ferguson (2012) for prediction of curves for critical shear stress variation, hc
obtained from Eq. (6.174) or (6.153), with channel slope, different grain sizes, and
with trends from mechanistic models of Lamb et al. (2008) relating critical Shield
shear stress as a function of channel flow.

Ferguson (2005) proposed a theoretical based approach for the estimation of
critical stream power, xc, as follows:

xc ¼ 2:3q
j

hcðs� 1ÞgDS½ �3=2log 30hc
expð1Þjs

� �
ð6:175Þ

with j being the von Karman constant of 0.4, s the relative sediment density of
about 2.65, d the grain size, hc the critical water depth at the onset of motion, and js
the roughness height of a 2Ds order of magnitude.
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Camenen (2012) developed the model concept for Eq. (6.175) by introducing:

(i) a critical Shields parameter, hc,0, without channel slope effects and depending
on the grain size

hc;0 ¼ 0:3
1þ 1:2

þ 0:055 1� expð�0:02D�½ � ð6:176Þ

with

D� ¼ gðs� 1Þ
m2

� �1=3
Ds ð6:177Þ

(ii) optimizing the nonlinear relationship between the critical relative flow depth
defined as Rh/Ds, corresponding to the flow depth at the onset of motion, with
Rh being the hydraulic ratio as follows:

Rh

Ds

� �
c

¼ s� 1ð Þhc;0
s

ð0:5þ 6S0:75Þ ð6:178Þ

and

(iii) introducing an effect of channel slope, through an angle of repose uS,
accounting for the friction between the sediment and slope and by definition
of critical value for the angle of repose ucr,S without sediment flow, allowing
for a development as follows:

hC;S
hc;0

¼ cosðarctanSÞ 1� S

tanðuSÞ
� �

ð6:179Þ

Hydraulic radius, Rh, is defined as the ratio between the cross-sectional area of
the flow and the perimeter of the wetted perimeter of the cross-section, wherein the
wetted perimeter includes all the surfaces directly influenced by the shear stress of
the fluid. This parameter is used in turbulent flows with the advantage of being a
single unidimensional variable useful in dimensionless fluid flow variables such as
Reynolds number.

Equation (6.179) represents a correction of h0c in Eq. (6.166), relative to critical
Shields stress parameter, under the base resistance conditions concept, h0c (Ferguson
2012), to the downslope component of grain particle weight which aids particle
dislocation and to a certain extent further reduces h0c. In this context ucr,S is con-
sidered as equal to 52°, which is a value relative to irregularly packed beds.
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In the context of Eqs. (6.175) to (6.178), the theoretical model for critical stream
power, xc, of Camenen (2012) was

xc ¼ 2:3q
j

Rh

DS

� �
c

hc;S
hc;0

� �
sgDS

� �3=2
log

15
expð1Þ

Rh

DS

� �
c

� �
ð6:180Þ

The xc values estimated by Eq. (6.180) can be used, e.g., in empirical
Eqs. (6.158) and (6.159) of Lammers and Bledsoe (2018) for quantification of
bedload and total sediment load transport.

Camenen (2012) extended the calculations for specific critical stream power as
follows:

x�
c ¼

hcFrffiffiffiffiffiffiffiffiffiffiffi
s� 1

p
ffiffiffiffiffi
Rh

Ds

r
ð6:181Þ

where Fr ¼ U=
ffiffiffiffiffiffiffiffi
gRh

p
in (Eq. 5.6) is the Froude number that represents the ratio of

inertial to gravity forces (Chap. 5).
The introduction of the Froude number into this analysis, allows the imple-

mentation and definition of a critical flow (Fr = 1) curve in a log graphical analysis
of h/D84 in ordinates vs. channel slope in abscissas, as derived by Ferguson (2012).
These authors established that the curve of Fr = 1 is circa an upper limit of likely
combinations of slope and relative submergence, defined in this case as h/D84, in
alluvial channels.

Below the curve of Fr = 1, it was shown an increase with channel slope, of
the flow depth at which sediment transport is suppressed by typical flow resistance,
above the threshold base resistance. This tendency is illustrated by the differences
along increasing channel slopes, between the thresholds of smooth beds with base
resistance and constant value of hc and of the predicted threshold for typical total
flow resistance.

For example, at slopes as low as 0.001, the predicted flow depth required to
transport bedload in a river with typical resistance is about twice the depth required
to do the same in a river with base resistance only. For channel slopes of around
0.05, the equivalent ratio was predicted as of about 5. In steeper fluvial channels
bed load movement is restricted to a narrow range of hydraulically subcritical flows
close to Fr = 1 critical flow curve above supercritical flow area. The complexity of
the process is higher for a poorly sorted bed particle with a ratio (D84/D50) of 3.

A more homogeneous bed sorted particles, e.g., with (D84/D50) at around 2, can
be reflected in higher ratios of flow depths corresponding to fluvial typical total and
base resistances. This is simultaneous with a crossing of the typical flow resistance
inside the supercritical flow area (Ferguson 2012).

Empirical and theoretical approaches to fluvial sediment transport can be con-
sidered complementary under the above context. Empirical equations such as those
of Lammers and Bledsoe (2018) concerning sediment transport equations based on
stream power have the advantage that allows obtaining reliable information for
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catchment-scale analysis despite being parsimonious insofar that can be expedi-
tiously evaluated, e.g., by remote sensing, measurements or available databases
such as channel slope, discharge, width, or bed grain size, with higher influence on
the first two. An important detail is that these models are not dependent on particle
size distribution as much as with topographic data of discharge.

Empirical formulations are, however, biased by uncertainties related to the
multitude of variables and interactions involved, which justify the development of
alternative theoretical approaches for deepening the knowledge of processes
involved as for the betterment of empirical models.

For example, Eq. (6.159) relative to the transport of bed sediments was shown as
more accurate to fine-grained sizes with coarse-grained streams likely to be
near-threshold conditions where the possible incertitude in critical stream power
may deliver greater variability in transport rates. Another example, presented by
Parker et al. (2011), of the source of complexity is the interpretation of the positive
relationship between slope and critical mean bed shear stress. According to these
authors, the possible location in steep headwater streams of prominent stabilizing
bed structures, hiding effects, or form roughness or of flow aeration at high slopes
are reflected in an increase of flow resistance with slope and in a decrease of local
flow velocity around bed particles. All these factors add sources of uncertainty in
the complex problem of flow analysis that must be subjected to continuous analysis.
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7Examples of Applications

Abstract

This chapter presents 13 exercises solved on the topics of Chaps. 1–6, aiming at
consolidating the physical principles to solve applied problems. Exercises 1 and
2 provide the calculation of the energy of one mole of photons and the modeling
of continuous solar radiation in the eventual absence of measured data. Exercise
3 shows the calculation of transmissivity using the radiation equation. Exercises
4 and 5 estimate the daily radiation flows in locations with measured data, also
considering the emissivity and reflectivity of the surface. Exercise 6 calculates
the sensitive heat flow on very small scales based on the wind profile and heat
transfer. Exercises 7, 8, and 9 estimate heat and water vapor flows using the
aerodynamic, eddy, and Bowen covariance methodologies, considering speed,
atmospheric stability, soil heat flows, and turbulent fluctuations. Exercise 10
offers a complete assessment of the radiative thermal load in a building. Exercise
11 parameterizes the components of the turbulent kinetic energy balance.
Exercise 12 shows the calculation of the particle sedimentation speed, following
the principles of mass transfer in Stokes and inertial domains. Finally, Exercise
13 offers an application of the Bernoulli and mass conservation principles for
estimating air velocity and pressure variation in open plains followed by
downward restrictive valleys.

7.1 Concepts of Energy Budget

The energy budget can be done on a surface or on a control volume. A large
agricultural or forest area may be considered a surface, but an individual tree can
also be considered a volume. Determining the energy budget involves identifying
and quantifying the types of energy exchanges between the system and the exterior
environment.
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Most objects on the Earth’s surface are exposed to solar radiation and in addi-
tion, receive thermal radiation emitted by the atmosphere and other bodies. These
objects also emit thermal radiation. The balance of these radiative exchanges
between the object and the external environment is the radiative budget, or net
radiation, Rn. This net radiation is a major cause of the Earth’s warming and
cooling.

An ideal surface has no thickness and so cannot store energy. The net radiative
exchange is distributed through other forms of energy including conduction/energy
storage (G), energy used for evaporation or gained by condensation (kE, latent
heat), energy gained to heat the air from adjacent layers or gained by air cooling (H,
convection, or sensible heat), and energy associated with biological processes such
as photosynthesis and respiration (M). For plants, M is usually small compared to
the other forms of energy and can be neglected.

The energy budget is

Rn þM ¼ Hþ kEþG ð7:1Þ

Each term is the mean value of the respective heat flux per unit area during a
given time interval, typically from 30 to 60 min. The terms of this general energy
budget equation, follow the principle that the sum of all energy exchanges in the
steady-state system is zero. The signal convention assumed is that received fluxes
are assigned with positive values, whereas fluxes exiting the system have negative
values. So, on the left side of Eq. (7.1), Rn and M are positive when there are gains,
and negative when losses are represented. On the right side of the equation, H, kE,
and G are positive when they represent heat loss and negative when they represent
gains. The concept of transient heat balance characterized by non-equilibrium
transient heat transfer processes with time lags between outputs and inputs of
energy was assessed in Sect. 6.4.

7.2 Example 1: Calculation of Energy in a Light Photon

As discussed in Sect. 6.3, solar radiation can be characterized by evaluating the
different wavelength bands. It is useful to divide the spectrum of solar radiation into
six wavelength ranges as shown in Table 7.1.

Table. 7.1 Energy
distribution in the radiation
spectrum emitted by the sun
(Monteith and Unsworth
1991)

Wavelength (nm) Energy (%)

0–300 1.2

300–400 (UV) 7.8

400–700 (vis /PAR) 39.8

700–1500 (near IR) 38.8

1500–∞ 12.4
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The UV spectrum can be divided into three bands (Table 7.2, below):
Photosynthesis only takes place with visible light in the range of 400–700 nm,

commonly referred to as radiation photosynthetically active radiation (PAR). PAR
radiation may be expressed as energy flux units (Wm−2) or photosynthetic photon
flux density (PPFD) given by the number of photons (400–700 nm) incident per
unit area and per unit time (mol m−2 s−1).

The relationship between these two units can be obtained if Planck’s law is used
(Eq. 6.57), expressed as

Ek ¼ hv ¼ hc=kva ð7:2Þ

Equation (7.2) indicates that a photon’s luminous energy, Ek, is directly pro-
portional to its frequency, m, where h is the Planck constant, 6.626 � 10–34 J s.

In this context, this exercise envisages the following: (i) to calculate the energy
associated with, for example, a blue light photon k = 460 nm, corresponding to a
frequency of 6.52 � 1014 s−1; (ii) the conversion of radiation units Wm−2 into
lmol m−2 s−1, commonly used in biology, for a PAR radiation flux of 420 Wm−2,
considering PAR radiation with an average wavelength of 570 nm (yellow), cor-
responding to a photon energy of 210 kJ mol−1.

Solution:

(i) Ek = (6.626 � 10–34 J s) x (6.52 � 1014 s−1) = 43.2 � 10–20 J

The energy per mole of blue light photons is given by.

Ek = (6.022 � 1023 mol−1) x (43.2 � 10–20 J) = 260 kJ mol−1.

where 6.022 � 1023 mol−1 is the Avogadro number, representing the number of
photons per mole and the corresponding radiant energy will be 260 kJ mol−1;

(ii) (420Wm−2) / (210 kmol−1) = 2.0 � 10–3 mol m−2 s−1 = 2000 lmol m−2 s−1

delivering a radiant energy 2000 lmol m−2 s−1 under the assumptions assumed.

Table. 7.2 Ranges of UV solar radiation (Monteith and Unsworth 1991)

UVA 400–320 nm Produces tanning in the skin

UVB 320–290 nm Skin cancer and the synthesis of vitamin D

UVC 290–200 nm Potentially dangerous, but almost totally absorbed by the ozone layer
in the stratosphere
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7.3 Example 2: Estimation of Solar Hourly Radiation

Often there are records of total daily solar radiation but data for radiation accu-
mulated over successive half-hour periods is lacking. In this example, solar radiation
is estimated over successive half-hour periods based on daily solar radiation values,
obtained during 4 days in 2000.

Solution: Statistical studies of the temporal distribution of the total radiation on
horizontal surfaces throughout the day show that it is expressed by Eq. (7.3), where
rt is the ratio between the total half-time radiation, and the total daily radiation is
(Duffie and Beckman 1991)

rT ¼ aþ b cos hð Þ p
48

cos h� cos hS
sin hS � hS cos hS

ð7:3Þ

where h and hS are the hourly solar angles and the solar angle at mid-day expressed
in radians, and a and b are variables:

a ¼ 0:409þ 0:5016 sin hS � 1:05ð Þ
b ¼ 0:6609� 0:4767 sin hS � 1:05ð Þ ð7:4Þ

The hs angle is given by Eq. (6.79):

coshs ¼ �tg/tgd ð7:5Þ

and the solar angle h is given by Eq. (6.74):

h ¼ 15ð12� tÞ

where t represents the apparent local solar time:

t ¼ tuc þCLþET ð7:6Þ

where tuc is the Coordinated Universal Time, CL is the longitude correction given
by the product of −1/15(60) min for each degree of longitude east of Greenwich,
and ET is the time equation:

ET ¼ 9:87 sinð2BÞ � 7:53 cosðBÞ � 1:5 sinðBÞ ð7:7Þ

where B is given by

B ¼ 360
tj � 81
364

The total daily radiation Sdt (MJm−2 day−1) is used to calculate the half-hour radiation
SSH, (MJm−230 min−1). From the definition of the rt ratio, Eq. (7.3) is given as
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SSH ¼ rt � Sdt ð7:8Þ

Equations (7.3) and (7.8) are applied to radiation data collected over a period of
4 days. The data was measured over daily periods as well as half-hour periods. The
results are shown in Fig. 7.1 and give a comparison between the radiation values
measured over successive half-hour periods with the corresponding values, calcu-
lated using Eqs. (7.3) and (7.8) applied to daily measured values. On days that were
slightly cloudy or with clear skies (August 8 and September 7), the values obtained
from the equations show good agreement with the measured data. However, on
cloudier days (August 17 and September 17) the modeled data does not accurately
reflect the experimental data.

7.4 Example 3: Estimation of Atmospheric Transmissivity
from Solar Radiation Values Measured at the Surface

From known values of measured total solar radiation (direct + diffuse) incident on
the Earth's surface, the transmissivity of the atmosphere to solar radiation s can be
calculated using the inverse of Eq. (6.88) from Sect. 6.3.3.3, as

St ¼ S0s
m coswþ S0 0:271� 0:294smð Þ cosw ð6:88Þ

Fig. 7.1 Experimental and theoretical radiation calculated using Eq. (7.9) for October 8
(a) August 17 (b), September 7 (c), and September 17, 2000 (d)
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where St is the total instantaneous solar radiation to the surface, S0 the solar constant
(1373 W m−2), w the zenith angle, and m the air mass number, given by sec w in
Eq. (6.81). As previously mentioned, transmissivity is influenced by the quality of
air in terms of suspended particles and gases (including water vapor) as well as by
solar and height location coordinates. This needs to be considered when calculating
atmospheric transmissivity, in this case for a period of 4 months (July to October
2000).

Solution: The calculated transmissivity is shown in Fig. (7.2) considering that
Eq. (6.88) is mainly for zenith angles below 80°. This figure shows only the s
values calculated for the periods between 1 h after sunrise and 1 h before sunset.

The values of atmospheric transmissivity can be considered reasonable about
those indicated in Sect. 6.3. From September 14 onwards, there was a slight
increase in transmissivity from mid-day onwards, which coincided with the start of
the rainy season. Water precipitation cleans out the atmosphere removing some of
the particles, causing the atmospheric transmissivity to increase (Fig. 7.3).

7.5 Example 4: Calculation of Short-
and Long-Wavelength Incident Radiation on a Given
Surface

Estimate the value of the various terms of incident radiation on a horizontal surface,
Lisbon, (lat.38.75 ºN, lon.9.2 ºW) for January 28, 2009, at 10 h (local time), with
clear sky conditions at a temperature of 10 °C and relative humidity of 60%.
The considered transmissivity for solar radiation was 0.7.

Fig. 7.2 Transmissivity of the atmosphere calculated using Eq. (6.88)
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Solution: Firstly, solar declination, d, between 23.5º and −23.5º needs to be cal-
culated using Eq. (6.75), as per Sect. 6.3.3.2:

sin d ¼ 0:39 sin 278:97þ 0:985tj þ 1:92 sinð356:6þ 0:986tjÞ
� � ð6:75Þ

where tj is the 28th Julian day. The solar declination angle is calculated at −20.73º.
At 10 h, the solar hourly angle h can be calculated using Eqs. (6.74), (7.5), (7.6),
and (7.7). The calculation for h gives −41.77º.

The zenithal angle is calculated using Eq. (6.72):

cosw ¼ sin/ sin dþ cos/ cos d cosh ð6:72Þ

where / is the location latitude. Substituting /, h, and d with their values gives
the zenithal angle w at 10 h as 71.19º.

Solar radiation at the surface is then calculated using Eq. (6.88):

St ¼ S0s
m coswþ Sd 0:271� 0:294tmð Þ cosw ð6:88Þ

Substituting the values of the variables, the direct solar radiation components
(first on the right side) and diffuse (second on the right side) are given, respectively,
by 151.06 and 79.33 Wm−2. The total solar radiation is 230.39 Wm−2.

For the calculation of the radiation incident at long wavelengths, firstly calculate
the atmospheric emissivity of long-wavelength radiation, using Eqs. (7.9) and
(7.10). The empirical Eq. (7.9) gives the saturation vapor pressure (kPa):

es Tð Þ ¼ aexp
bT

T þ c

� �
ð7:9Þ

Fig. 7.3 Daily precipitation between August 5 and October 31
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where T is the air temperature (°C) and a, b and c (ºC units) are given by 0.611,
17.502 and 240.97, respectively. The saturation vapor pressure is 1.23 kPa. This
value multiplied by the relative humidity of 60% gives the actual vapor pressure, ea,
0.74 kPa. The atmospheric emissivity eatm, is then given by Eq. (7.10):

eatm ¼ 1:72
e

T

� �1=7
ð7:10Þ

where T is the air temperature (K). The value of eatm is 0.73.
The downward long-wavelength radiation, Eb, emitted by the atmosphere and

incident on the surface is given by Eq. (6.60), the Stefan–Boltzmann equation.

Eb ¼ earT
4 ð6:60Þ

where r is the Stefan–Boltzmann constant, 5.673 � 10–8 Wm−2 K−4, and Eb

becomes 267.3 W m−2.
This methodology was generalized for the entire day January 31, 2009, when

meteorological measurements were made, as shown in Table 7.3 (temperature and
relative humidity, solar radiation incident on the surface, wind speed and direction,
and atmospheric pressure).

Figure 7.4 gives the calculated solar radiation and long-wavelength radiation
incident on the surface. For comparison, the measured global solar radiation is
given in Table 7.3.

7.6 Example 5: Calculation of Radiation Budgets
in a Eucalyptus Forest

Meteorological data for the site “Herdade da Espirra” (lat. 38.63º N, long. 8.6º W),
measured throughout the day on January 5, 2010, in a eucalyptus forest are given in
Table 7.4. The aim was to compare the estimated radiative budget with field values,
measured using a net radiometer. It is also intended to estimate the total incident
solar radiation and net radiation in the sameday. Values assumed for several
variables were 0.9 for soil emissivity, 0.8 for atmospheric transmissivity to solar
radiation, and 0.15 for the albedo of forest canopy.

Solution: The incident solar radiation flux components are calculated as for the
above problem. Firstly, calculate the angle of solar declination (Eq. 6.75) and
zenith angle (Eq. 6.72). For this, the solar hour angle h is calculated using
Eqs. (6.74), (7.6), (7.7), and (7.8). Incident solar radiation at the surface is given by
Eq. (6.88). The flux of long-wavelength incident radiation throughout the day was
calculated by the Stefan–Boltzmann Eq. (6.60) using the air temperature values.
Equation (6.60) is also used to calculate long-wavelength radiation emitted by the
soil, for each temperature (Table 7.4) and emissivity.

The variation in the radiative budget terms throughout the day is shown in
Fig. 7.5.
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Given an albedo of 0.15 for the forest, the radiative balance can be calculated (Rn

in Eq. 7.1, the algebraic sum of the various radiation components) and shown to
compare with the values measured using the net radiometer throughout the day. The
estimated and measured radiative budget is given in Fig. 7.6.

The values of the total estimated daily incident solar radiation and net radiation
were calculated by a simple trapezoidal integration over successive half-hourly
periods tiþ 1 � tið Þ with values from the weather station which was added to obtain
the daily net radiation. Considering general variables BRad(daily) and Rad, the
numerical integration proceeded as follows (Eq. 7.11):

BRad dailyð Þ ¼
X47

i¼0

Radiþ 1 � Radi
2

� �
tiþ 1 � tið Þ ð7:11Þ

which provided that the incident solar energy flux over the forest canopy was
10 MJ m−2 and that the net radiation was 4.3 MJ m−2.

7.7 Example 6: Calculation of Sensible Heat Transfer
from the Low Canopy to the Adjacent Atmosphere

In a region covered with low vegetation, a 20 m high instrumented mast was set up
and on a given day, the following average wind velocities were determined at four
levels above the undergrowth (Table 7.5).

The dry and humid air temperature measured at 2 m were 23 ºC and 20 ºC. The
soil surface temperature was 24.5 °C. Calculate the loss of sensible heat from the
soil to the adjacent atmosphere at 2 m.

Fig. 7.4 Measured and calculated solar radiation and long-wavelength radiation on January 31,
2009, in Lisbon
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Solution: As the soil surface is at a higher temperature than the atmosphere, there is
heat transfer between the surface of the canopy and the surrounding atmosphere.
The amount of heat exchanged mainly depends on this temperature difference and
the wind speed along the surface.

Firstly data of u (ms−1) and Ln(z) in Table 7.5 are graphed in Fig. 7.7 delivering
a linear equation:

y ¼ 0:69x� 0:85 ð7:12Þ

Assuming that the atmosphere is neutral, the loss of sensible heat from the soil to
the atmosphere can be calculated from the difference between soil and air tem-
peratures by

H ¼ qcp
raM

Tsoil � Tatmð Þ ð7:13Þ

Table. 7.4 Meteorological data for 5th January 2010 from a weather station in Espirra site

Year Day Hour Air
temperature
ºC

Relative
humidity %

Solar global
radiation W/m2

Soil
temperature
ºC

Wind
direction º

Measured net
radiation W/m2

2010 5 0 7.1 68.5 0 6.6 81.6 −50.0

2010 5 1 6.8 79.9 0 6.9 74.8 −50.4

2010 5 2 6.6 80.5 0 6.8 84.7 −51.8

2010 5 3 6.7 79.2 0 6.7 82.5 −52.9

2010 5 4 5.9 80.9 0 6.4 76.2 −52.0

2010 5 5 4.9 82.6 0 6.2 62.3 −48.2

2010 5 6 4.1 84.3 0 5.9 57.7 −39.9

2010 5 7 3.8 84.8 0 5.8 72.0 −36.2

2010 5 8 2.9 85.9 0.61 5.4 67.1 −25.7

2010 5 9 4.3 96.6 90.4 6.2 47.6 43.6

2010 5 10 8.7 78.9 238.3 7.4 49.6 153.8

2010 5 11 11.0 71.1 367.1 7.6 61.8 314.8

2010 5 12 13.0 63.8 454.7 8.1 52.9 398.5

2010 5 13 14.5 55.8 477.8 8.8 58.1 411.5

2010 5 14 15.2 53.0 445.5 9.1 65.6 367.2

2010 5 15 15.1 52.0 355.8 9.1 71.9 269.4

2010 5 16 14.9 51.9 225.6 9.1 98.2 141.9

2010 5 17 14.2 53.5 70.9 8.7 90.5 −1.7

2010 5 18 11.6 59.4 0 7.9 64.9 −56.3

2010 5 19 10.3 68.5 0 7.9 58.0 −50.8

2010 5 20 10.2 70.5 0 7.9 41.9 −49.7

2010 5 21 9.8 70.7 0 7.7 44.6 −52.7

2010 5 22 8.2 73.6 0 7.2 41.1 −54.6

2010 5 23 7.7 75.0 0 7.1 44.1 −53.5

2010 6 0 7.0 62.5 0 5.4 45.7 −53.5
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Fig. 7.5 Measured and calculated values for components of the radiative budget. Solar rad, L
up. and L down. Refer to incident solar and long-wavelength radiation measured and calculated for
January 5, 2010

Fig. 7.6 Estimated and measured radiative balance on January 5, 2010, at Espirra site

Table. 7.5 Average wind
velocity at four levels above
the ground surface

Z(m) 5 8 10 20

U(m/s) 3.48 4.43 4.66 5.50
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Fig. 7.7 Velocity profile
over low canopies

with Tsoil = 24.5 ºC and Tatm = 23 ºC.
The velocity profile can be used to calculate u* with Eq. (2.16) from Chap. 2:

u zð Þ ¼ u�
k
ln
z� d

zoM
¼ u�

k
ln zð Þ � u�

k
ln z0ð Þ ð2:16Þ

The slope of Eq. (7.12) is 0.6859 which is equal to u*/k, where k is the von
Karman constant of 0.41. So, u* will be 0.69*0.41 = 0.28 ms−1.

On the other hand, the intercept of Eq. (7.12) is −0.85 which is equal to (u*/k)*
ln(z0) and therefore z0 will be nil. Now the aerodynamic resistance at 2 m can be
calculated from Eq. (2.33):

raM ¼ u zð Þ
u2z

ð2:33Þ

giving a raM of 5.83 sm−1. Transferred sensible heat at 2 m height by Eq. (7.13)
will then be 308.7 Wm−2.

7.8 Example 7: Application of the Aerodynamic Method

A mast with two sets of devices was placed over a pasture (low vegetation) canopy
on a clear day, at 11 am. Each set of sensors was made up of anemometer cups, and
a thermocouple and a hygrometer were set at z = 1 m and z = 4 m, above the
ground. A pyranometer for the measurement of solar global radiation and a ther-
mocouple were used at the canopy surface.

The measured hourly means (between 11 am and 12 pm) are given in Table 7.6.
Given that the specific heat at constant pressure and air density are 1000 JKg−1

K−1 and 1.2 Kgm−3, respectively, and the latent heat of vaporization is 2400 Jg−1, it is
necessary, considering the zero-plane displacement, d = 0, to:

i. classify the atmospheric stability;
ii. calculate the sensible heat flux over the vegetation canopy, given tangential

stress of 0.35 m;
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Table. 7.6 Hourly means of meteorological variables at 1 and 4 m of height

z(m) T (ºC) u (m/s) q (specific humidity) Kg vapour/kg air

1 23.31 2.5 0.0110

4 22.27 3.9 0.0120

iii. calculate latent heat flux; and
iv. using the latent heat flux, calculate the albedo of the cover q, given that the

overall solar radiation flux ST is 790 Wm−2, the ground surface temperature Ts
is 28 °C, the soil heat flux is about 10% of the surface radiative balance, and
the surface emissivity is 0.95.

Solution: (i) Atmospheric stability is given by the Richardson gradient number Rig,
according to Eq. (2.45) in Chap. 2:

Rig ¼ g

T

ðT2 � T1Þðz2 � z1Þ
ðu2 � u1Þ2

ð2:45Þ

Substituting the variables gives Rig equals to −0.0526, indicating that the
atmosphere is unstable.

(ii) The sensible heat flux is calculated using Eq. (2.54) in Chap. 2:

H ¼ �qcpk
2 DuDT

lnð z2 � dÞ=ðz1 � dð ÞÞð Þ2
 !

/M/Hð Þ�1 ð2:54Þ

where, for −0.1 < Ri < 1, the parameter Fest = (/M /H)
−1 is given by Eq. (2.57):

Fest ¼ ð1� 5RigÞ2 ð2:57Þ

giving a sensible heat flux of 157.42 Wm−2.
(iii) For the latent heat, according to Eq. (2.55) in Chap. 2:

LE ¼ �Lk2
DuDqv

lnð z2 � dÞ=ðz1 � d
� 	Þ� 	2

 !
/M/vð Þ�1 ð2:55Þ

The estimation of the vapour concentration, qv, or absolute air humidity, for
calculation of latent heat flux with Eq. (2.55), is carried out with Eq. (4.13). The
latter requires the calculation of vapour partial pressure through Eq. (4.16) consid-
ering atmospheric pressure as 100 kPa. The estimation of qv requires Eq. (4.14)
for calculation of the density of moist air, at the two temperatures in vertical profile
in Table 7.6. The estimation of the density of moist air, is based on the weighted
sum of partial pressures of dry air and water vapour. Assuming −0.1 < Ri < 1,
the stability function Fest = (/M /H)

−1 is given by Eq. (2.57), so that the latent
heat flux is 376.6 Wm−2.
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(iv) By the energy balance of the surface, given that the flux to the soil is 10% of
the radiative balance, we have

0:9 ST � qST þ eatmT
4
atm � esT

4
s

� 	
r

� �� H � LE ¼ 0 ð7:14Þ

where the Tatm and Ts referred to average air temperature and ground surface tem-
perature, respectively. The variables eatm and es refere to air and surface emissivity,
respectively. The emissivity of the atmosphere is obtained by Eq. (7.10) which
involves calculating the vapor pressure using Eq. (4.16) from the measured specific
humidity, as mentioned. Assuming e (ratio between the molecular mass of water
vapor and air) is 0.622 and the atmospheric pressure is 100 kPa at vapor pressure e,
using Eq. (4.16) gives 1734.73 Pa:

q ¼ e e
p

ð4:16Þ

Substituting this value into Eq. (7.10), we get

eatm ¼ 1:72
e

T

� �1=7
ð7:10Þ

We obtain an air emissivity value of 0.83.
Replacing several variables in Eq. (7.14), we obtain a surface albedo, q, of 0.27.

7.9 Example 8: Application of the Eddy Covariance
Method

A sonic anemometer and an analyzer were used to sample at a frequency of 0.1 Hz,
to measure temperature, velocity, and absolute humidity in a vegetated area.
Table 7.7 shows four sets of instantaneous measurements.

The aim is to calculate:

(i) Sensible and latent heat fluxes over vegetation

and,
(ii) Canopy aerodynamic resistance.

Consider that the air specific heat at constant pressure and the density are 1000
Jkg−1 K−1 and 1.2 kgm−3, respectively, and the value for the latent heat of water is
2500 Jg−1.

Solution:

(i) The sensible heat and latent fluxes are given by Eqs. (3.22) and (3.23) in
Chap. 3 as
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H ¼ qcpw0T 0 ð3:22Þ

LE ¼ qLw0q0 ð3:23Þ

The average measurements of data in Table 7.7 are 2.34 ms−1 for the horizontal
component of the wind velocity speed u, 0 ms−1 for the vertical component of the
wind speed w, 19.85 ºC for the air temperature, and 10.05 gkg−1 for the air specific
humidity.

Instant fluctuations and fluctuation products are given by the differences
between the instantaneous values of the variables and the average values, and by the
respective products (Tables 7.8 and 7.9, respectively).

Replacing and then applying Eqs. (3.22) and (3.23), we obtain for the sensible
and latent heat fluxes, 336 Wm−2 and 203.6 Wm−2, respectively.

(ii) The aerodynamic resistance of the canopy is given by the application of Eqs.
(2.33) and (3.25):

raM ¼ u zð Þ
u2�

ð2:33Þ

u2� ¼ � �
u0

w0
ð3:25Þ

where u(z) is the average of the horizontal velocity 2.34 ms−1. After calculation
from instantaneous fluctuations of u in Table 7.9, the value of the aerodynamic
resistance will be equal to 42 sm−1.

7.10 Example 9: Calculation of Vertical Fluxes Using
the Bowen Method

Over a low canopy, the average valuesmeasured for air temperature, radiative balance
Rn, and heat flux in soil,G,were 300 K, 600Wm−2, and 54Wm−2, respectively. The
height difference between the two levels (2 and 4 m), specific humidity, and the
temperature were 0.818 g/kg and 1.58 K, respectively. It is intended to calculate the
sensible and latent heat fluxes by the Bowen method. The values of specific heat at
constant pressure, air density, atmospheric pressure, and psychrometric constant are
1000 JKg−1 K−1, 1.2 Kgm−3, 100 kPa, and 66.2 PaK−1, respectively.

Solution: Firstly, we calculate the Bowen ratio b, using Eq. (4.15) as

b ¼ cpDT
LDq

¼ pcpDT

LeDe
¼ c

DT
De

ð4:17Þ
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where c is the psychrometric constant (equal to cp p/Le) 66.2 PaK−1 and the ratio
@T=@e is obtained from temperature and vapor pressure data at two levels. The
vapor pressure is obtained from the specific humidity using Eq. (4.16), previously
used in Example 7:

q ¼ ee
p

ð4:16Þ

where e (ratio between the molecular masses of water vapor and air) is 0.622.
Replacing the variables, we have

b ¼ 66:2
1:58

0:818 � 100ð Þ=0:622 ¼ 0:8

The LE andH are calculated with the Bowen method using Eqs. (4.18) and (4.19),
respectively:

LE ¼ ðRn � GÞ
1þ b

ð4:18Þ

H ¼ b
Rn � G

1þ b
ð4:19Þ

Hence, replacing the values of the variables will give a LE value equal to 300
Wm−2 and 240 Wm−2 for H.

7.11 Example 10: Calculation of the Solar Radiation
Intensity Components and Long Wavelength
Incident on a Building with a Known Geometry

Calculate the intensity of direct and diffuse solar radiations, which covers the
building depicted in Fig. 7.8 on June 21 at 12 h (legal time), given the coordinates
(latitude 38.75º N, longitude 9.2º W, Northern Hemisphere), dimensions, 15 m
long, 10 m wide and 8 m high, 10 m span, and the roof slope angle of 21.8º of a
building whose width runs parallel to the north. Assume atmospheric transmissivity
to direct radiation s, of 0.7, and a surface albedo q, of 0.25.

Solution: Use the same approach as outlined in Examples 2, 3, and 4. Begin by
calculating the solar declination angle d, Julian day function tj (172 in this case),
using Eq. (6.75), from Campbell and Norman (1998):

sin d ¼ 0:39 sin 278:97þ 0:985tj þ 1:92 sinð356:6þ 0:986tjÞ
� � ð6:75Þ

giving a d angle of 23.44º.
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The zenith angle w is given by Eq. (6.72) and depends on the latitude of the
location, the solar declination and solar angle, h, as

cosw ¼ sin/sindþ cos/cosdcosh ¼ sinb ð6:72Þ

where b is the solar height angle, complementary to the zenith angle.
At 12 h, the solar hour angle h is calculated with Eqs. (6.74), (7.6), and (7.7).

Repeating the above, we get

h ¼ 15ð12� tÞ ð6:74Þ

where t, the apparent solar hour, is given by Eq. (7.6):

t ¼ tuc þCLþET ð7:6Þ

Fig. 7.8 Diagram of a 3D building (A) and its total shadowed area in horizontal projection (B)
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where tuc is the Coordinated Universal Time (Greenwich Meridian Time), CL the
longitude correction given by the product of −1/15 (60) min per longitude degree
west of Greenwich, and ET is the time equation:

ET ¼ 9:87 sinð2BÞ � 7:53 cosðBÞ � 1:5 sinðBÞ ð7:7Þ

where B is given by

B ¼ 360
tj � 81
364

ð7:8Þ

Making the substitutions, the zenith angle w will be 17.34º. This implies that the
solar height is 72.66º or considering that the roof inclination is 21.8º, it means that
the roof at 12 pm is completely exposed to the sun.

The azimuthal angle a is given by Eq. (6.73):

sin að Þ ¼ �cosdsinh=sinw ð6:73Þ

Making the necessary substitutions in Eq. (6.73), we get that the azimuthal
angle, representative of the horizontal projection of the solar rays with the true
North, will be equal to 30.79º.

Using Eq. (6.76) in Chap. 6, it becomes possible to calculate the intensity of
instant solar radiation on a horizontal surface outside the atmosphere as

Sh ¼ So 1þ 0:033 cos 360tj=365
� 	� �

sin b ð6:77Þ

Replacing the respective values, the intensity Sh is 1268.04 W/m2.
Next, the calculation of the global direct and diffuse solar radiation on a plane

horizontal to the Earth’s surface (Eq. 6.88) is as follows:

St ¼ S0s
m coswþ Sd 0:271� 0:294tmð Þ cosw ð6:88Þ

where s is the atmospheric transmittance to direct radiation with an arbitrary value
of 0.7, So the solar constant 1373 Wm−2, and m the mass of air given by Eq. (6.82):

m ¼ secw ð6:81Þ

which in this case gives 1.05.
The global solar radiation (Eq. 6.88) per unit area (flux density) is 959.75

Wm−2. This corresponds to 872.67 Wm−2 for the direct solar radiation (first term on
the right side) and 87.08 Wm−2 for diffuse solar radiation (second term on the right
side). The total direct incident radiation on the building (Fig. 7.8A) can now be
calculated. Its value is the product SbAh obtained from Eq. (6.63) between the direct
solar radiation flux per unit area Sb, 872.67 Wm−2, previously calculated and the
shadowed area on a horizontal surface Ah:
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Sb1 ¼ Ah

Ab
Sb ð6:63Þ

First calculate the shadowed areas of the walls exposed to the sun, considering that
for any object located in the Northern Hemisphere, the sun is located south regardless
of the solar declination angle which changes throughout the year. In Fig. 7.8A, the
walls are rectangular: Wall 1 (facing south) with the length as the largest dimension,
Sidewall 2a with a rectangular component, and a triangular wall (located opposite to
the orientation of Fig. 7.8A facing east with width as the largest dimension and the
total roof area with two inclined parts (roofs 3 and 3a)). The total shadowed area is
horizontally projected in Fig. 7.8B. This rectangular areaM is equal to the product of
the length and width of the building, corresponding to the roof projected area.

The shaded area in the form of a parallelogram (areaN), with the largest dimension
oriented along the building length, is due to lateral wall components located opposite
to the orientation of Fig. 7.8A and the roof. The shadowed area O likewise a par-
allelogram, with the largest dimension oriented across the width of the building, is
from rectangular wall components facing south and from the roof. The triangular
shaded area P is due to the roofs and the lateral wall facing outward. Going back to
the calculations of the several shadowed areas gives a shaded rectangular M area of
150 m2, equal to the product of the length and width of the building.

The shaded area N, in the form of a parallelogram, with the largest dimension
oriented along the length of the building, is given by

N ¼ 15� 8|{z}
b1

�tan wð Þ
zfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflffl{b

� cos að Þ
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

a

¼ 32:19m2 ð7:15Þ

The shaded area O, shaped like a parallelogram, with the larger dimension
oriented along the width of the building is given by

O ¼ 10� 8|{z}
b1

�tan wð Þ
zfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflffl{b

�sin að Þ
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

c

¼ 12:79m2 ð7:16Þ

The triangular shaded area P is given by

P ¼ 10� 2|{z}
d1

�tan wð Þ
zfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflffl{d1

�sin að Þ=2
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

d

¼ 1:6m2 ð7:17Þ

The total shadow area given by the sum of four components is 196.6 m2.
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The term SbAh, representing direct solar radiation incident on the building, is
then the product of 872.67 Wm−2 and 196.6 m2, giving 171.550 kW. This gives the
total direct solar radiation incident on the building.

For diffuse solar radiation, Eq. (7.18) is used with Sdif representing the total
diffuse radiation incident on the surface facing the atmospheric semi-hemisphere:

Sdif ¼ cos2 a=2ð ÞSd þ cos2 a=2ð ÞqST ð7:18Þ

where the albedo q, of the surface under consideration, is 0.25.
In the case of the building, this expression applies to two groups of surfaces with

different inclinations relative to the atmospheric half-hemisphere: the two surfaces
of the sloping roofs with 21.8º and the four walls with 90° inclination. In each case,
the overall diffuse light is the product of Sdif and the areas of buildings exposed to
the atmospheric semi-hemisphere.

Applying Eq. (7.18) to the roofs gives

Sdif ¼ cos2 0:38=2ð Þ x 87:08 x ((5/cos(0.38)) x 15 x 2)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
rooftotal area

þ sin2ð0.38/2) x 959:75 x 0.25 x ((5/cos(0.38)) x 15 x 2) ¼ 14950W

Similarly, applying Eq. (7.18) to the walls gives

Sdif ¼ cos2 90=2ð Þ � 87.08� ð15� 8� 2þ 10� 8� 2þð10� 2=2Þ � 2Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
total wallarea

þ sin2 90=2ð Þ � 87.08� 0.25� ð15� 8� 2þ 10� 8� 2þ ð10� 2=2Þ � 2Þ ¼ 68646W:

The total diffuse radiation (on the walls and roofs) will thus be 83.596 kW.

7.12 Example 11: Calculation of Kinetic Energy Budget
Components for a Flat Surface

From a height of 4 m from a flat surface, it was observed that the vertical variation
in the horizontal speed du/dz was 0.02 s−1, the average potential temperature was
20 ºC, the average of the product of the instantaneous fluctuations over a period of
half an hour w0T 0 was 0.25 K m/s, and the mean vertical moment of fluctuations
u0w0 was −0.04 m2s−2.

Neglecting the terms for turbulent transport and by pressure correlation
(Eq. 3.89 in Chap. 3), calculate the TKE dissipation rate required to obtain a steady
state and the dimensionless TKE equation.
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Solution: The starting expression is obtained from Eq. (3.89) in Chap. 3 as

@e

@t
¼ g

hv
u

0
3h

0
v

� �
�
@ u

0
3e

� �
@x3

� 1
q

� � @ u
0
3p

0
� �
@x3

� u
0
1u

0
3
@u1
@x3

� �

I III IV V VI VII

ð3:89Þ

where term I represents the storage rate of the kinetic energy, III the term for
production or consumption by buoyancy. The latter is either production or loss
depending on whether the heat flux is positive (daytime) or negative (nighttime);
term IV is the turbulent kinetic energy transport caused by uj′ fluctuations and V is
transport or correlation term indicative of pressure as the TKE redistribution by
pressure fluctuations. This term is associated with the circulation of large eddies.
Term VI refers to the superficial boundary layer and normally has a sign opposite to
the mean velocity vector and the term VII corresponds to the viscous dissipation
and thermal conversion of kinetic energy.

For the conditions described, terms IV and V for turbulent transport and pressure
perturbations are omitted. Thus, the dissipation rate needed to maintain stationarity
conditions @e

@t = 0 is

e ¼ 9:8ms�2=293:15K
� 	� 0:25Kms�1 � �0:04m2s�2 � 0:02s�1

� 	 ¼ 7:56� 10�3m2s�3

III VI

Equation (3.89) can be written in a dimensionless form by multiplying its
members by k z� dð Þ=u3�

� 	
, as discussed in Chap. 3, obtaining then, under

steady-state conditions, Eq. (3.92) as

0 ¼ � z� d

L
� /t þ/p þ/M � /e

II III IV V VI
ð3:92Þ

where terms II, III, IV, V, and VI represent buoyancy, transport, pressure corre-
lation, shear stresses, and dissipation. In the example given, terms III and IV cancel
out. The remaining terms can be calculated using the following equations:

(IIÞ z� d

L
¼ n ¼ � g

h

� � w0h0
� �

u3�=k ðz� d Þ ð3:93Þ

ðVÞ/M ¼ 1þ 16 z� dð Þ=Lj jð Þ �1=4ð Þ n� 0
1þ 5 z� d=Lð Þð Þ n[ 0

���� ð3:97Þ
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(VIÞ/e ¼ ð1þ 0.5 nj j ð2=3ÞÞð3=2Þ n� 0
1þ 0.5 nj j n [ 0

�
ð3:99Þ

Friction velocity can be obtained from Eq. (3.25) as

u2� ¼ �u0w0 ð3:25Þ

implying that u* is 0.2 m.
For the calculation of the term II for buoyancy, we use Eq. (3.93):

� 9:8ms�2=293:15K
� 	� 0:25Kms�1= 0:2ms�1

� 	�3
=ð0:41� 4Þ

� �
¼ �1:713:

The /M term is calculated by Eq. (3.97):

1þ 16 z� dð Þ=Lj jð�1=4Þ ¼ 1þ 16x1:713 �1=4ð Þ
� �

¼ 0:43

.
The /e term is given by Eq. (3.99):

ð1þ 0.5 nj j ð2=3ÞÞð3=2Þ ¼ ð 1þ 0:5 x 1:7132=3Þ3=2 ¼ 2:24:

The results show higher TKE production via buoyancy (Eq. 3.92), compared to
mechanical production by shear stresses, characteristic of an unstable atmosphere.
They also indicate a balance between the sum of the product terms and the dissi-
pative term, which according to Eq. (3.92) is negative.

7.13 Example 12: Calculation of Sedimentation Velocity
of a Particle

Calculate the sedimentation velocity in two typical environmental spheric objects
which are:

(1) An element with a diameter of 10 lm and a density of 1.28 gcm−3;
(2) An element with a diameter of 10 mm and a density of 910 kgm−3.

This exercise aims to apply a direct approach in item (1) and an interactive
approach for the calculation of sediment velocity on conditions defined in item (2).

Solution:

(1) Assuming that the particle sediments under Stokes regime, Eq. (6.138), are
valid,
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Us ¼ 2
9

qp
� 	
mqa

gr2 ð6:138Þ

where the kinematic viscosity m of air is assumed as 16*10–6 m2s−1, qa is the air
density assumed as 1.16 kgm−3, g the gravitational acceleration of 9.8 ms−2, the
particle radius is 5*10–6 m, and the density of particle rp of 1.28 gcm−3 is given by
1.28 * 10–3 * 106 = 1.28 * 10Kgm−3.

Inserting these values in Eq. (6.138), we have

Us ¼ 2
9

1:28 � 103� 	 � 9:8 � ð5 � 10�6Þ2
1:164�ð16 � 10�6Þ � 0:003ms�1 ¼ 3mms�1

The corresponding Reynolds number of particle Rep of 2rU/m is

Rep ¼ 2 � 0:003 � 5 � 10�6

ð16 � 10�6Þ � 0:002

A value within the Stokes regime (Sect. 6.5.1) justifying the application of
Eq. (6.138).

(2) Applying Stokes formulation, Eq. (6.138), for the estimation of sedimentation
velocity, we have

Us ¼ 2
9
910 � 9:8 � ð0:005Þ2
1:16 � ð16 � 10�6Þ � 2669ms�1

corresponding to a Reynolds number of particles of

Rep ¼ 2 � 0:005 � 2669
ð16 � 10�6Þ � 26:7

This value fails the transitional regime between Stokes and inertial domain, so
that the Stokes formulation, Eq. (6.138), is not valid, for the estimation of the
sedimentation velocity requiring a trial-and-error iterative approach until achieving
almost equilibrium between drag and gravitational forces. The main equations now
relevant are the following:

Fd ¼ 0:5cdqgV
2
s pR

2 ð6:132Þ

Fg ¼ 4
3
pR3gðqp�qf Þ ð6:135Þ

U2
s ’ 8RqPg= 3cdqf

� 	 ð6:137Þ
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cd ¼ 24=Rep
� 	

1þ 0:17Re0:06p

� �
ð6:133Þ

cd ¼ 24
Rep

ð6:134Þ

representing the drag and gravitational forces, the sedimentation velocity of parti-
cles under inertial domain, with Rep higher than 1, and the drag coefficients under
airflows with Rep higher than 1 and lower than 0.1.

So, after obtaining an initial guess for Rep of 26.7, the first estimation of drag
coefficient, with Eq. (6.133), is as follows:

cd ¼ 24=26:7ð Þ 1þ 0:17� 26:70:06
� 	 ¼ 9:9

allowing to use Eq. (6.137) to obtain the first estimation of sedimentation velocity
as follows:

U2
s ¼ 8� 0:005� 9:9� 910= 3� 9:9� 1:16ð Þ ¼ 10:35m2s�2or Vs ¼ 3:21ms�1

delivering a value of 0.03 for Rep:

Rep ¼ 2 � 3:21 � 0:005
ð16 � 10�6Þ � 0:03

corresponding again to a flow in the Stokes domain. The drag coefficient will be
thus calculated with Eq. (6.134):

cd ¼ 24
0:03

¼ 800

and drag and gravitational forces will be calculated applying Eq. (6.132) with a cd
of 800 and Eq. (6.135), respectively, as follows:

Fd ¼ 0:5� 800� 1:16� 10:35� 3:14� 0:0052 ¼ 0:38N

Fg ¼ 4
3
� 3:14� ð0:005Þ3 � 9:8 910� 1; 16ð Þ ¼ 0:0046N

The drag and gravitational forces firstly estimated are thus in a non-equilibrium
state with distinct order of magnitudes. So, we need to carry on successive esti-
mations of drag forces with tentative values of sedimentation velocity lower than
3.21 ms−1.
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A trial with Vs of 1 ms−1 gives a low Rep, within the Stokes domain, of

Rep ¼ 2 � 1 � 0:005
ð16 � 10�6Þ ¼ 0:0099

and a correspondent drag coefficient cd, of

cd ¼ 24
0:009

� 2666

Calculating now the drag force Fd, we have

Fd ¼ 0:5� 2667� 1:16� 1� 3:14� 0:0052 ¼ 0:12N ð7:37Þ

still with an order of magnitude for Fd of 0.0046 N higher than the gravitational
force.

A further calculation with a Us of 0.0038 ms−1 delivers a low Reynolds number
of

Rep ¼ 2 � 0:0038 � 0:005
ð16 � 10�6Þ ¼ 0:00038

a drag coefficient of

cd ¼ 24
0:00038

� 63158

and a drag force of

Fd ¼ 0:5� 63158� 1:16� 0:000382 � 3:14� 0:0052 � 0:0044N

very close to the gravitational force. Thus, a theoretical very low sedimentation
velocity of 0.0038 ms−1, within the Stokes domain, is achieved for a 1 cm diameter
falling typical element with a density of 910 kgm−3.

7.14 Example 13: Calculation of Variation of Velocity
and Pressure in Airflow in a Plain and a Valley

For an airflow with a velocity of 10 ms−1, and freely circulating in a 30 km plain,
calculate the variation of the wind velocity and of pressure, Dp, at a 3 km width
downstream valley contracting the flow. Assume that air density is 1.16 kgm−3.
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Solution:

The resolution is based on the application of the Bernoulli equation Eq. (A2.45,
Annex 2):

Pþ 1
2
qv2 þ qgh ¼ constant ðA2:45Þ

and of the principle of mass conservation:

A1v1 ¼ A2v2 ðA2:34Þ

Equation (A2.45) basically stipulates that if air velocity is high, its pressure is
low and vice versa with the major pressure variation concerning the second term
which is the dynamic pressure term. Equation (A2.34) stipulates that there is no loss
at the airflow in two sections A1 and A2 and thus the respective velocities must be v1
and v2, respectively.

So, v1 is 10 ms−1, the width of 30 km of the plain is proportional to A1, and the
width of 3 km of the valley is proportional to A2. From Eq. (A2.34), we get

v2 ¼ A1=A2ð Þ�v1 ) v2 ¼ 30=3ð Þ�10ms�1 ¼ 100ms�1

and

Dp ¼ q
2
ðv2 � v1Þ2 ¼ 1:16=2ð Þ� 102 � 1002

� 	 ¼ �5:7 kPa

So, the airflow in the valley corresponds to a velocity of 100 ms−1 and a pressure
drop of 5.7 kPa.
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8Fundamentals of Global Carbon
Budgets and Climate Change

Abstract

Global climate grid.9983.b change and GHG emissions are essential topics for
understanding physical processes ongoing in the atmospheric boundary layer,
within a control volume extending from the top ground to the troposphere. This
chapter aimed therefore to deliver a qualitative and quantitative approach to climate
change processes and carbon balance components. This approach is facilitated by
the grounding on fundamentals of atmosphere andmicroclimate dynamics, such as
the radiation windowing, spectral turbulence, and heat transfer processes,
previously discussed. The first question addressed was the quantification over
the last decades of the main components of the global carbon budgets including
fossil fuel emissions, land-use change, carbon uptake by land, and oceans or CO2

atmospheric concentration. The climate change predictive scenarios of IPCC are
described, mainly focusing on the interactions among atmospheric carbon, carbon
sequestration, environmental temperature, and precipitation. Also discussed is the
occurrence of extreme events, such as heatwaves and precipitation episodes. This
discussion reports modeling results in the literature characterizing essential
parameters of extreme events such as duration, peaking, and returning periods in
the context of natural and/or anthropogenic driving. Finally, some elaboration is
given to biochar as a promising technology for carbon sequestration andmitigation
of carbon emissions.

8.1 Introduction

Emissions of greenhouse gases (GHG), steadily increasing since the Industrial
Revolution, have been the main driver of global atmospheric warming and climate
change. Climate change is a global reality, and environmental heating is
unequivocal since the 1950s and many of the observed changes are unprecedented
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over decades. The atmosphere and the oceans have warmed which is reflected, for
example, in a combined land and ocean surface temperature as calculated by a
linear trend of about 0.85 °C [0.65; 1.06 °C] over the period 1880–2012, along with
a set of extreme events such as a decreasing of snowfall and ice, a rise in sea level,
and rural wildfires and hurricanes that took an unprecedented expression.

In addition to the disruption of ecological systems, it is important to acknowl-
edge the heavy economic and social consequences that have been hitting today in
various parts of the globe. To cite an example among many already available today,
it is noted that in the US the estimated costs attributable to climatic events in 2017
reached an amount of the order of $ 360 billion (Jackson et al. 2018).

Global climate change takes place when the earth–atmosphere system responds
to counteract the radiation flux changes. As early as the beginning of the twentieth
century, Svante Arrhenius suggested with precocious wit that the Earth could be
warmed due to an anthropogenic increase of carbon dioxide in the atmosphere.
Today’s knowledge shows that human influence on the climate system is clear, and
recent anthropogenic emissions of greenhouse gases are the highest in history.

Awareness, sentiment, and regulatory action related to climate change have
accelerated over the last years, and there is a common sentiment that it is time for
governments, business leaders, and society to step up and put climate risks at the
forefront of their strategy and ensure that they could address the challenges that will
be central to all the world for the future. Embodying this feeling, the Paris
Agreement (November 2016) built upon the United Nations Framework Conven-
tion on Climate Change (UNFCCC) brought all nations in a common cause to
undertake efforts to combat climate change and to strengthen the global response to
keeping the global temperature rise in this century well below 2 °C above
pre-industrial levels and to pursue efforts to limit the temperature increase even
further to 1.5 °C.

Being a global threat, and considering regional and socioeconomic differences
among countries, the Agreement was not specific on regional thresholds, meaning
that regional climate shifts and extreme events will not follow the global mean
(Perkins-Kirkpatrick and Gibson 2017).

COP26 (to be held in Glasgow in November 2020) marks the 5-year anniversary
of the Paris Agreement and is expected to accelerate change in the way govern-
ments think and regulate around climate change. Countries will be assessed on how
they are meeting their global warming mitigation targets agreed in Paris. The Paris
Agreement was the culmination of a long trajectory that can be traced back to 1988
with the establishment of the Intergovernmental Panel on Climate Change (IPCC)
through the cooperation between the World Meteorological Organization
(WMO) and the United Nations Environment Programme (UNEP). Its mandate was
to assess scientific information related to climate change, to evaluate the environ-
mental and socioeconomic consequences, and to formulate realistic response
strategies.

Since its inception, IPCC has played a major role in assisting governments to
adopt and implement policies to address climate change and gave authoritative
advice of the Conference of the Parties (COP) to the United Nations Framework
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Convention on Climate Change (UNFCCC) established in 1992, and to the 1997
Kyoto Protocol. IPCC organized periodic meetings, resulting in successive com-
plete published documents such as the Fourth Assessment Report (AR4 Report) and
the Fifth Assessment Report (AR5 Report).

The climate system includes five interacting components which are the atmo-
sphere, hydrosphere, ice and cryosphere with permafrost, biosphere, and litho-
sphere. Climate change is associated with modifications in the Earth’s climate
system, resulting in newer climate patterns and long-term averages of climate
variables with time scales from decades to thousands of years. These changes can
derive from internal variability when natural processes linked to the various com-
ponents of the climate system modify the global energy budget. Examples of these
processes are cyclical ocean patterns such as the El Niño southern oscillation, the
Pacific decadal oscillation, and the Atlantic multi-decadal oscillation. There is also
external forcing on climate change which includes solar output and volcanism.

Climate change usage refers to a change in the state of the climate that can be
statistically assessed, whether due to human activity or because of natural vari-
ability. This variability can be identified by changes in the mean and/or fluctuations
of its properties, and that persists for an extended period, typically decades or
longer. It is worth noticing that this usage differs from that in the United Nations
Framework Convention on Climate Change (UNFCCC), where climate change
refers to a change in climate that is attributed directly or indirectly to human activity
altering the composition of the global atmosphere, and that is in addition to natural
sources of climate variability observed over comparable time.

From 1880 to 2019, the global surface average temperature increase was 0.07 °C
per decade, but has accelerated since 1981 to an average of 0.18 °C per decade.
This tendency is depicted in Fig. 8.1. Considering a 2 °C mean global warming
until 2100, compared with pre-industrial conditions, larger increases in temperature
extremes are expected relative to that average threshold, but with considerable
regional variation. Global climate models project that annual minimum tempera-
tures in the Arctic will reach 5.5 °C, while maximum annual temperatures will be at
least 3 °C warmer over much of the Northern Hemisphere, Central America, and
South Africa (Perkins-Kirkpatrick and Gibson 2017).

In recent decades, changes in climate have caused cascading global impacts in
natural and human systems, indicative of the sensitivity of these systems to climate
change. The evidence supporting the importance of anthropogenic factors over
climate change has grown from the AR4 IPCC to the IPPC AR5 Reports. IPCC
conclusions point to the influence of anthropogenic driving on the average global
surface temperature, the melting and retreat of glaciers, Greenland and Arctic ice
surface loss, and an increase in the energy content of oceans across the 0–700 m
layers and a global mean sea-level rise since the 1970s. Global warming over the
twentieth century was widespread and rather uniform. Warming was about 0.4 °C
in the tropics, 0.6 °C at middle latitudes, and an average of 0.5 °C globally over
100 years. In the temperate Northern Hemisphere, the warming was about twice as
much in the cool season compared to the warm season (Hansen et al. 2001).
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According to Mann et al. (1998), the years 1990, 1995, and 1997 were warmer
than any other since 1400 AD, within a 99.7% level of certainty. In the past,
unforced natural climate variability, relevant in century time scales, was due to
natural variations of solar irradiance or explosive volcanism. If a credible empirical
description of climate variability could be obtained these authors noted that for the
last centuries, it would be possible a more confident estimation about the roles of
different external and internal forces of variability on the past and recent climate.
Figure 8.2 depicts the estimates of the increases of CO2 in the atmosphere (red line)
along with human emissions (blue line) since the start of the Industrial Revolution
in 1750. Emissions rose slowly to about 5 billion tons a year in the mid-twentieth
century before a sharp increase to more than 35 Gty−1 forescast by the end of the
century (Mitra 2020).

Cumulative emissions of CO2 and other greenhouse gases will largely determine
global mean surface warming by the late twenty-first century and beyond. There is
also evidence that the negative impacts of climate change on crop yield will
override any positive impacts. Available evidence suggests that in higher latitudes
there could be positive effects, although it is not yet clear if the overall balance is
positive (AR5 Report 2015).

In tropical and temperate regions, the balance of climate change effects is
negative, especially in relation to the cultivation of cereal crops such as wheat, rice,
and maize. Projections of greenhouse gas emissions vary over a wide range,
depending on socioeconomic factors, developmental state, and climate policy.
Improvements in climate models, since the AR4 to AR5 Reports, were evident in
topics such as the simulations of continental-scale surface temperature, large-scale
precipitation, monsoon, Arctic sea ice, ocean heat content, some extreme events, the

Fig. 8.1 Records of average global surface temperature from 1880 to 2019, the period with
reliable information. The zero line is indicative of the long-term global average surface
temperature. The blue and red bars show the average differences above or below for each year
(adapted from NOAA/CLIMATE.GOV)
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carbon cycle, atmospheric chemistry, and aerosols or the effects of stratospheric
ozone or the El Niño–Southern Oscillation.

The atmospheric layer is opaque to infrared radiation but transparent to visible
radiation. As mentioned in Chaps. 4 and 6, terrestrial bodies absorb solar radiation
with small wavelengths, and radiant energy is then emitted from the surface to the
atmosphere as thermal radiation with longer wavelengths absorbed by GHG. GHG
allows downward transmission of solar radiation but traps a significant fraction of
upward infrared radiation, thus exerting a critical influence on the Earth’s global
energy budget. Furthermore, accumulations of GHG as carbon dioxide, nitrous
oxide (N2O), methane (CH4), and chlorofluorocarbons can close the atmospheric
window referred to in Chap. 6, by absorbing more infrared radiation emitted from
the Earth’s surface, enhancing the global warming effect.

Improved experimentation on climate change is possible with numerical weather
forecast complex models, designated as global climate models (GCM). Insights into
topics such as atmospheric physics and feedback processes were improved with
these models, although many rough assumptions in most GCMs turn forecasts of
climate change somewhat uncertain (Stull 2000). A thorough discussion about these
issues is necessary, and scientists should have a responsibility in this discussion, to
avoid distortion of facts by political, industrial, and commercial interests.

Fig. 8.2 Carbon dioxide annual emissions evolution in the period 1750–2020 (adapted from
Howard Diamond—NOAA ARL)
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8.2 Topics on GHG Emissions and Global Carbon Budget

Global trends in GHGs are indicative of the imbalance between sources and sinks in
the gas budgets and are strictly related to atmospheric emissions on a global scale.
Among the gases targeted by the Kyoto Protocol are

(i) Carbon dioxide, emitted by burning solid waste, fossil fuels, woody and
non-woody products and biomasses, agricultural residues, and certain
chemical reactions (e.g., manufacture of cement). Carbon dioxide is also
sequestered from the atmosphere, for example, when it is absorbed by plant
photosynthesis as part of the biological carbon cycle. As mentioned in
Sect. 4.6, the CO2 atmospheric concentration increased from 280 ppm at the
beginning of the Industrial Revolution around 1750, to about the current
407 ppm.

(ii) Methane emitted from livestock and other agricultural practices, decompo-
sition of organic municipal waste landfills, or production and transport of
coal, natural gas, and oil.

(iii) Nitrous oxide (N2O) emitted by combustion of fossil fuels and solid wastes
from agricultural and industrial activities.

(iv) Fluorinated gases such as hydrofluorocarbons, perfluorocarbons, sulfur
hexafluoride, and nitrogen trifluoride which are synthetic, powerful green-
house gases that are emitted from a variety of industrial processes. These
gases are typically emitted in smaller quantities but because they are potent
greenhouse gases, they can be referred to as high global warming potential
gases (e.g., https://whatsyourimpact.org/high-global-warming-potential-
gases; global warming potential, Wikipedia).

The Earth has been at a nearly constant temperature during the past 100 million
years, with less than a 4% variation over that period. During this long period, the
incoming solar radiation was practically compensated for by emitted infrared
radiation, maintaining the temperature of the Earth’s system in a stable equilibrium.
Over the last 50 million years (Stull 2000), the Earth’s temperature oscillated
by ± 1 °C around the current average of 15 °C. These small variations of tem-
perature can induce significant changes in, for example, the sea level and glacia-
tions. Based on the available evidence, there is a larger consensus that GHG
emissions will continue to rise, under the prevalent climate change mitigation
policies. For example, AR4 reported that between 2000 and 2030 the increase of
GHG emissions would be about 25 and 90%, with fossil fuels maintaining the
dominant position by 2020 and beyond.

As GHG concentrations rise, net radiation flux changes, due to an increase in
infrared radiation which induces atmosphere warming (e.g., Stull 2000). In this
context, a fundamental concept for assessing the degree of climate change is the
so-called radiative forcing (RF) (e.g., AR4 Report 2008). This metric has been used
for many years by IPCC to evaluate the strength of the various mechanisms
affecting the Earth’s radiation balance. Aerosols partially offset the effects of
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greenhouse gases and are the main contributors to the uncertainty associated with
the estimates of total radiative forcing.

CO2 emissions were the largest contributors to the increased anthropogenic
radiative forcing or net radiation, in every decade since the 1960s. According to the
AR5 Report (2015), GHG emissions, driven by economic and population growth,
have increased since the pre-industrial era leading to unparalleled atmospheric
concentrations of CO2, methane, and nitrous oxide.

The long-term increase in CO2 atmospheric concentration was mainly due to
accumulated emissions of about 2040 ± 310 Gt CO2, from which about 880 ± 35
Gt CO2 remained in the atmosphere. The last 40 years accounted for about half of
the accumulated emissions over the two and a half centuries. It is estimated that
global emissions, which may be permissible worldwide, without a high likelihood
of dangerous climate change are about 2900 Gt CO2 (e.g., Quiggin 2019).

Despite increased public awareness and climate mitigation policies, the global
yearly anthropogenic GHG emissions increased between 1970 and 2010, reaching
an estimated 49 Gt CO2-eq. (e.g., AR5 IPPC Report). Also, the yearly growths of
GHG emissions, in the period 1970–2000 and in the decade 2000–2010, were
about 1.3 and 2.2%, respectively. The contribution from fossil fuel combustion and
conversion was about 78% in these two periods.

While the contribution of population growth for CO2 emissions from fossil fuels
remained constant in the period 1980–2010, the global economic growth rose
drastically over the same period. Therefore, according to the AR5 Report, typical
values of total annual anthropogenic GHG emissions were 27 Gt CO2-eq.y

−1, 38 Gt
CO2-eq.y

−1, and 49 Gt CO2-eq.y
−1 in 1970, 1990, and 2010 respectively, indicating

an increasing trend over this period.
Emissions of GHG, mainly CO2 and CH4, have continuously increased since the

eighteenth century to 405 ppm and 1803 ppb in 2018, both higher by 40 and 150%
comparable to 1750 (e.g., AR5; Le Quéré et al. 2018). The stabilization of CO2

atmospheric concentration to 550 ppm would theoretically increase the atmospheric
temperature by about 2–3 °C above the current level. Also, since the onset of the
industrial era, ocean uptake of CO2 has resulted in increased acidification of the
oceans with a decrease of the pH of the ocean surface at the order of 0.1, corre-
sponding to a 26% rise in acidity, measured as hydrogen ion concentration (e.g.,
AR5 Report 2015).

In general, the global carbon budget is considered to have six main components:
emissions by fossil fuel applications (EF), emissions from land-use due to land
human activities, including those leading to land-use changes (ELU), variations in
the atmospheric CO2 concentration (△CAt), and uptake of carbon dioxide by the
oceans (UCO) and by land (UCL). A sixth closure budget component (CBC) is due
to imbalances resulting from divergences in the estimates for the other components.

The available information about these carbon budget components (Le Quéré
et al. 2018) relies on data sets from experimental observations or measurements and
from modeling projections that consider several dynamic global vegetation models
(Fig. 8.3).
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Over the period 1870–2017, estimates of average accumulated EF and ELU
were about 1550 Gt CO2 and 690 Gt CO2, respectively. For this period, the average
carbon sinking in the atmosphere (△CAt), oceans (UCO), and land (UCL) is dis-
criminated in Fig. 8.4.

Between 1959 and 2017, about 82% of total carbon emissions were due to EF
components and the remaining 18% to ELU. For the decade 2008–2017, the cor-
respondent CO2 values were 87 and 13%, respectively. Over this period the emitted
carbon partitions were 44% to the atmosphere, 22% to the ocean, and 29% to land
(Le Quéré et al. 2018).

The correspondent average closure during the two periods was about 92 Gt CO2,
without accounting for an additional loss of around 73 Gt CO2 from reduced forest
cover over the decades.

The contributions of fossil fuels to regional and global increases in carbon
emissions are different, because natural gas, the cleanest of fossil fuels, is the main
source of the global increase in CO2 emissions. The demand for natural gas has
globally grown by 2% yr−1, a higher growth rate than any other fossil fuel. It has
risen over the past 5 years across many countries, including China and the US, and
has taken place at the expense of coal, with the resultant containment in CO2

emissions.

Fig. 8.3 Estimated aggregate components of CO2 (GtCyr−1) budget for the period 2008–2017
(adapted from Le Quéré et al. 2018)

Fig. 8.4 Average carbon sinks relative to the atmosphere (DCAt), oceans (UCO), and land
(UCL) in GtCO2-eq. for the period 1870–2017
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Since 2012, the demand for oil in the transportation sector has grown steadily by
1.4% yr−1, following a tendency of decades, despite fast increases in electric and
hybrid vehicles around the world. China and India showed oil consumption growth
rates of 4% yr−1 and 5% yr−1 and were responsible for the largest part of this global
demand increase. Even the West saw an increase in oil demand of 1.3% yr−1 in
USA and 0.4% yr−1 in UE, despite the high demand for electrical and hybrid
vehicles (e.g., Jackson et al. 2018). Commercial air travel has aggravated the sit-
uation with about a 27% increase in fuel demand over the last decade, which has
outpaced the higher fuel efficiency of commercial aircraft.

Global coal demand declined steadily over the period 2000–2017 by about 0.9%
yr−1, corresponding to about 156 GJyr−1 in the latter year. Canada and the USA are
the paradigms of this tendency with a combined 40% decrease since 2005. Within
the EU, renewable energies are expected to surpass coal as the source of primary
energy by 2021. However, this situation may be offset by higher coal consumption
in Asia/Pacific and Central/South America, with an increase of 3%. As for India, the
current coal consumption is higher than that in the USA and the EU. Overall, the
International Energy Agency points out to an inevitable decrease in coal demand in
the decades following 2030. Despite a global trend for increased energy efficiency,
per capita energy demand in countries such as the US and EU is still much higher
than in India by about five- to tenfold (Jackson et al. 2018).

From 1959 to 2017, the emitted carbon from the atmosphere, oceans, and land
accounted for average values of 45%, 24%, and 30% for △CAt, UCO, and UCL,
respectively. Over this period, the average global fossil carbon emissions increased
over every decade. For example, the average fossil emissions in the 1960s, 1990,
and over the past 10 years (2008–2017) were 11.4 Gt CO2 yr

−1, 23.1 Gt CO2 yr
−1,

and 34.4 Gt CO2 yr
−1, respectively. On the other hand, and for the same decades,

the average ELU, due to land-use change and forestry, was stationary of 5.5 Gt CO2

yr−1, 5.1 Gt CO2 yr
−1, and 5.5 Gt CO2 yr

−1. During the second half of the twentieth
century, the rate of carbon dioxide emissions decreased every decade, for example,
from 4.5% yr−1 in the 1960s to 1% yr−1 in the 1990s. In the 2000s, the global
carbon emissions showed an average growth rate of 3.2% yr−1 followed by a
decrease of 1.5% yr−1 in the period 2008–2017 and with a low yearly growth
during the period 2014–2016.

For the 1960s, 1990s, and the period 2008–2017, Fig. 8.5 depicts average
atmospheric concentration growth rates of carbon dioxide in the three major
ecosystems (atmosphere, ocean, and land).

It shows a tendency toward a strong worsening of the growth rate of the con-
centration of carbon dioxide in the three ecosystems considered and clearly more
pronounced over land.

Average ocean and land carbon sinks increased with the atmospheric carbon
augment, and carbon land sinks showed higher variability than ocean land sinks. In
2017, △CAt, UCO, and UCL were 16.8 Gt CO2 yr

−1, 9.1 Gt CO2 yr
−1, and 14 Gt

CO2 yr−1, respectively. Over the decade 2008–2017, the budget closure averaged
1.83 Gt CO2 yr−1, with 1.1 Gt CO2 in 2017, suggesting an overestimation of the
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emissions and/or underestimations of the sinks. The latter was more likely due to
the high variability of land sinks and to an underestimation of the ocean sink.

In the decade 2008–2017, China’s and India’s average carbon emissions
increased by 3 and 5.2% yr−1, whereas emissions from the EU and the USA
decreased by 1.8 and 0.9% yr−1. These percentages correspond to 2.3, 0.91, 0.62,
and 0.66 Gt CO2, respectively (Le Quéré et al. 2018).

From 2016 to 2017, the estimated global fossil carbon dioxide emissions grew
by about 1.6%, reaching an average of about 36.2 Gt CO2 yr

−1, due mainly to coal
(40%), oil (35%), gas (20%), and cement industry (4%). This EF increase in 2017
followed for three years with little or no emissions growth.

As shown in Fig. 8.6, the total amount of CO2 emissions is quite asymmetric in
relation to countries and economic areas and these distortions have been an element
of disagreement between countries when it comes to sharing mitigation costs. In
fact, four blocks emit more carbon dioxide than the rest of the world.

The differences between economic blocks and countries reflect the levels of
economic development and industrialization almost always correlated with the
intensity of the energy consumption, which ends up translating into the per capita
values of CO2 emission as shown in Fig. 8.7.

The average gross rate in atmospheric CO2 concentration (ΔCAt) in 2017 was
about 16.8 Gt CO2y

−1, close to the 2008–2017 decade (17.2 Gt CO2y
−1). The ocean

sink (UCO) was about 9.1 Gt CO2y
−1 in 2017 compared with a yearly average of

8.8 Gt CO2y
−1 over the period 2008–2017. The terrestrial CO2 sink (UCL) was

13.9 Gt CO2 in 2017 compared with a yearly average of 11.7 Gt CO2 over
2008–2017.

Fig. 8.5 Average concentration growth rates of CO2-eq. over time periods
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Despite the somewhat negative panorama at the global level, CO2 emissions
decreased significantly in a group of 19 countries within Europe and North America
which were responsible for about 20% of the emissions. In 2018, the total CO2

emissions were about 37.1 Gt, compared with 2290 Gt CO2 for the accumulated
emissions over the period 1870–2018. In that year, the atmospheric CO2 growth
concentration (ΔCAt) averaged around 18 Gt CO2, corresponding to an average
atmospheric concentration of about 407 ppm. Combined global ocean and land
sinks were about 24 Gt CO2. Assuming a probability of 66%, a net negative global
GHG in 2060 and 2080 is forecasted, corresponding to global average temperature
increases of around 1.7 and 1.3 °C by 2100 (Jackson et al. 2018).

Fig. 8.6 Percentage distribution of CO2 emissions and rate from 2016 to 2017 among the main
polluting areas
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Fig. 8.7 Global average
emissions per capita in 2017
(GtCO2-eq.)
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In 2018, the biggest change in fossil fuel applications (EF) was due to a sig-
nificant increase in energy demand and CO2 emissions in China. In this country, the
increases in coal, oil, and natural gas demands for the same year were 4.5, 3.6, and
17.7%, respectively. The increase in natural gas consumption was due to China´s
policy for climate change mitigation.

Global carbon components need to be evaluated to assess the state of the
environment, vulnerable to fast changes in biophysical and anthropogenic factors.
These include variations in growth rates of fossil fuel emissions, environment
temperatures, and dynamics of carbon sinks. Also, time series of data sets are
essential to predict the carbon cycle, and many organizations, such as universities
and laboratories, governments, private companies, and media, rely on these data
sets to respond to climate change mitigation.

8.3 Alternative Scenarios for Climate Change Predictions

The AR4 and AR5 Reports describe sets of alternative GHG emissions scenarios
linked with projections for atmospheric temperature increases. At present, the
average global warming is 0.85 °C relative to the pre-industrial era (Fischer and
Knutti 2015).

Under AR4, six climate change scenarios were proposed: B1, AIT, B2, A1B,
A2, and A1FI, corresponding to atmospheric concentrations hypothesis of GHG
(CO2-eq.), in 2100 of 600, 700, 800, 850, 1250, and 1550 ppm, respectively.

The temperature and sea-level changes estimated under these scenarios, com-
paring the periods 2090–2099 and 1980–1999, are synthesized in Table 8.1.

The ranges reflect the limited understanding of physical mechanisms such as
feedback from the carbon and carbon dioxide cycles (AR4 Report).

The six scenarios from four climate major trend scenarios (A1, A2, B1, and B2)
assume alternative socioeconomic development roadmaps, encompassing a wide
range of GHG emissions and demographic, economic, and technological driving
forces which input into projections of climate change vulnerability. These six
scenarios do not assume additional climate policies, besides the current ones.

The A1 scenario assumes high global economic growth, a global population
peaking in the mid-twenty-first century, and a fast introduction of new efficient
technologies. This scenario is divided into three which are A1FI for fossil intensive

Table 8.1 Characterization of climate change scenarios under the AR4 IPCC report

Climate scenarios B1 A1T B2 A1B A2 A1F1

Temperature
variations, °C

1.8 2.4 2.4 2.8 3.4 4.0

Temperature ranges, °
C

1.1–2.9 1.4–3.8 1.4–3.8 1.7–4.4 2.0–5.4 2.4–6.4

Sea-level rise
projections, m

0.18–
0.38

0.20–
0.45

0.20–
0.43

0.21–
0.48

0.23–
0.51

0.26–
0.59
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technologies, A1T for non-fossil energy technologies, and A1B for an equilibrated
forecast encompassing all the renewable and non-renewable sources.

Scenario B1 describes a world with the same global population as A1, con-
verging fast toward a service and information economy, with rapid changes in
economic structures.

The B2 scenario relates to a world with a medium-level population and eco-
nomic growth, with emphasis on local policies for economic, social, and envi-
ronmental sustainability.

The A2 scenario described a very heterogeneous world with high population
growth, slow economic development, and slow technological change. No likelihood
has been attached to any of these scenarios.

The AR5 Report assumed that anthropogenic GHG emissions are mainly driven
by population size, economic activity, lifestyles, energy use, land-use patterns,
technology, and climate policy. AR5 used improved knowledge to change the
nomenclature of AR4, establishing for the twenty-first century a set of four Rep-
resentative Concentration Pathways (RCPs) profiling for GHG emissions and
atmospheric concentrations, air pollution emissions, and land use. The four RCPs
are as follows: (i) RCP2.6, representative of a profile with likely global warming
below 2 °C above pre-industrial temperatures that can be achieved through a
package of rigorous mitigations policies; (ii) RCP4.5 and RCP6.0 are intermediate
profiles; and (iii) RCP8.5 a profile with very high GHG emissions. Most models
indicate that scenarios that meet forcing levels, like RCP2.6, are characterized by
substantial net negative emissions by 2100 averaging about 2 Gt CO2yr

−1.
RCP2.6 is the only climate profile where projections consider unlikely that

global surface temperatures, in the period 2081–2100, exceed the average tem-
peratures in the periods 1850–1900 and 1986–2005, by 2 °C and 0.3 °C to 1.7 °C,
respectively. The baseline profiles corresponding to scenarios where no effort is
made to control CGH emissions fall into the RCP6.0 and RCP8.5 classes.

Over the period 2010–2100, the RCP2.6 profile is within a predicted range, from
430 to 480 ppm ranges of atmospheric CO2-eq. For the twenty-first century, the
RCP4.5 profile corresponds to ranges from 430 to 480 ppm in the period 2010–
2040, and from 530 to 580 ppm in the remaining decades. RCP6.0 falls in pre-
dicted ranges 480–530 ppm and 530 to 580 ppm over the periods 2010–2030 and
2030–2050, and over a predicted range of 720–1000 ppm from 2050 onwards.
Finally, RCP8.5 corresponds to a predicted atmospheric CO2-eq. concentration
higher than 1000 ppm.

Overall, the main differences in the climate systems are expected to occur by the
end of the twenty-first century over the period 2081–2100. For the period 2016–
2035, the increase in global mean surface temperature is similar for the four RCP
profiles and is expected to be in the range of 0.3–1.7 °C, relative to the period
1986–2005. This statement assumes that there are no drastic outliers such as major
volcanic eruptions, dramatic changes in some natural sources, for example, CH4

and N2O, and big changes in total solar irradiance.
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Over the period 2081–2100, significant differences in global surface tempera-
tures, relative to the period 1986–2005, are forecasted among the 4 RCP profiles,
with likely increases from 0.3 to 1.7 °C for RCP2.6, 1.1 to 2.6 °C for RCP4.5, 1.4
to 3.1 °C for RCP6.0, and 2.6 to 4.8 °C for RCP8.5.

If a comparison is made with the second half of the nineteenth century, the
forecasted increases in global surface temperatures are higher than 1.5 °C for
RCP4.5 and higher than 2 °C for RCP6.0 and RCP8.5. The average linear global
trending combining land and ocean surface temperature data shows an average
warming of 0.85 °C, over the period 1880–2012. In the Northern Hemisphere, the
warmest 30-year period over the last 1400 years was likely the one found from
1983 to 2012, and each decade between 1984 and 2014 was successively warmer
than any previous decade since 1850. Average Arctic temperatures have increased
at almost twice the global average rate in the past 100 years. Also, the annual mean
of sea ice Arctic extent decreased over the period 1979–2012 at a rate of 3.5–4.1%
per decade.

Global temperatures show multi-decadal average warming, along with vari-
ability at smaller annual and decadal scales. Due to this pattern of variability, trends
based on short records are very sensitive to periods selected for evaluations, not
reflecting long-term climate trends generally (AR5 Report).

Predictions from global circulation models, showing a non-uniformity of global
warming in the twenty-first century with changes in the hemisphere, season, and
underlying surfaces, along with seasonal and inter-annual variability, were carried
out by Boer et al. (2000). Land average warming will be higher than over oceans
and, on a global scale, warming will be faster over the Arctic region. At daily and
seasonal scales, frequent hot and fewer cold temperatures over most land areas are
almost certain to occur along with an increase in the mean global temperature. Also,
longer heatwaves, with higher frequency and sporadic winter extremes, will likely
take place.

Ocean warming, especially near the surface, dominates the increase in energy
stored in the climate system, accounting for more than 90% of the energy accu-
mulated over the period 1971–2010, with only about 1% stored in the atmosphere.
Over the same period, the upper 75-m depth of oceans on a global scale warmed at
about 0.11 °C per decade, with the warming of the upper 700 m likely beginning in
the 1870s.

The physical and geographical context for rainfall provides the essential frame-
work for the analysis of patterns and intensity of precipitation (Stull 2000). Basi-
cally, the convergence of moisture-laden air masses leads to air uplift, cloud
formation, and delivery of precipitation, snow, or hail. Atmospheric water vapor is
central to this dynamic, insofar as the warm atmosphere can convey water vapor
amounts as high as 6–7% per °C of warming near the Earth’s surface, as expressed
by the Clausius–Clapeyron principle. As water vapor also contributes to radiative
cooling of the atmosphere, this later type of radiative forcing induces an additional
in total global precipitation of only about 2–3%, per ºC of warming. This radiative
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cooling of atmosphere is due to additional absorption and emission of infrared
radiation (Allan 2011). Intense rainfall is mostly local, but it is fed by an atmo-
spheric moisture supply that may deplete other regions from localized moderate
rainfall. These are principles that must be throughout evaluated, because of the
implications for flooding and drought in the future.

Global processes such as latent energy release during storms, or limitations of
moisture sources, can be crucial to the development of distinct regional tendencies
concerning the dependency of rainfall intensity with air temperature. Atmospheric
aerosols modulate the energy balance in the atmosphere and the Earth’s surface
system, thereby influencing these processes (e.g., Allan 2011).

From 1900 to 2005, accumulated precipitation and frequency and intensity of
heavy precipitation events increased significantly in the eastern parts of North and
South America, Northern Europe, and Northern and Central Asia. On the other
hand, precipitation declined in the Sahel, the Mediterranean, Southern Africa, and
parts of Southern Asia. Globally, the area affected by drought has likely increased
since the 1970s (e.g., AR4 and AR5 Reports).

The global water cycle is also likely affected by anthropogenic factors that
influence atmospheric moisture content, changes in precipitation patterns over land,
and the occurrence of heavy precipitation events. The global specific humidity has
very likely increased in the near-surface boundary layer since the 1970s.

In the twenty-first century, the forecasted global changes in precipitation will not
be uniform. The information available since 1901 and particularly 1951 onwards
points to an increase in the average precipitation in mid-latitude land areas of the
Northern Hemisphere. Fisher and Knutti (2015) mention available models pre-
dicting heavy precipitation days for Northern Europe and North America, in
response to increasing global temperature.

High and equatorial latitudes, especially in the Pacific and Africa, are likely to
face increases in average precipitation ranging from about 30 to 50% under the
extreme RCP2.6 to RCP8.5 scenarios. In most dry regions in mid-latitudes, mean
rainfall will likely decrease from 5 to 40% under the two extreme scenarios. In
contrast, in mid-latitude wet regions, mean precipitation will likely increase by a
similar range from 5 to 30% under the two extreme scenarios. Under profile
RCP8.5, in dry regions, the frequency of droughts will likely increase toward the
end of the twenty-first century.

Systems likely to be affected by climate change include, among others, the
tundra, and the boreal forest due to the inability to adjust to warming. Negative
impacts due to the lack of precipitation and water availability will cause hydro-
logical negative impacts in areas as diverse as Mediterranean-type ecosystems,
tropical rainforests, and in lower latitude agriculture areas. Also, sea-level rise and
human health downgrading in populations with low adaptative capacity will be
expected. Even in economically well-off areas, some activities, and vulnerable
people, including the poor, young, and elderly, will be at risk.
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8.4 Occurrence of Extreme Events

Climate change includes both variations in the mean climate variables as well as in
weather extremes. Overall, by definition, an extreme event refers to an event that is
rare in a specific place and time of the year. A rare phenomenon is one that may
occur with probabilities equal to or less than the 10th percentile or equal to or
greater than the 90th percentile, considering a probability density function derived
from real data. If the pattern of extreme climate anomalies persists over a large
period, such as a season, resulting in an extreme average, then it can be classified as
an extreme climate event (AR5 Report).

Over the last 60 years, some global extreme events have increased in magnitude
and frequency. These include heatwaves and intense precipitation, on different
spatiotemporal scales, with unevenly distributed change profiles (e.g., Perkins et al.
2012; Coumou and Rahmstorf 2012).

The distribution of daily maximum and minimum temperatures has shifted to
higher temperatures, with changes of variances in probability distribution functions
showing a spatial heterogeneity, with wider distributions in the tropics. Global
trends in night-time temperature events were stronger than those relative to daytime
(Donat and Alexander 2012; Perkins et al. 2012; Donat et al. 2013).

The National Weather Service (NWS) in the USA defines, in a simple way
(Robinson 2001), a heatwave as a period lasting at least 48 h wherein neither the
overnight low nor the daytime high falls below the thresholds of 26.6 and 40.5 °C,
respectively. When more than 1% of the recorded case values in automatic weather
stations exceed NWS thresholds, alternative heatwave thresholds are defined as the
values of these 1% cases. In general, a hot spell is a similar event referring to events
ranging from the 1% values to the NWS thresholds, while a warm spell is an event
occurring between the 1 and 2% values.

Extreme events, such as a decrease in cold temperature extremes, increase in
warm temperature extremes, sea-level changes, discrete heavy precipitation events,
or drought increase in dry areas, have been observed since the 1950s and many
were linked to anthropogenic influences (AR5 Report). The frequency of heatwaves
has increased in continental areas in Europe, Asia, and Australia, and there is a
strong chance that human influence more than doubled the probability of heatwave
events in some areas. Extreme diurnal patterns as warm days and nights increased,
with high likelihood, at the expense of cold days and nights.

Global field observations over the second half of the twentieth century validated
the likely human influence on the increase in heavy precipitation events. Costs
related to flood damage worldwide have been increasing since the 1970s, with the
risks of extreme events and/or related processes increasing with further warming,
even if only by 1 °C.

Negative impacts of extreme climate events include disruption of food crops and
water availability, deterioration of infrastructures, and human health and lives. The
inability to cope with these drastic impacts applies to some extent to all countries
regardless of their developmental status (e.g., Meehl et al. 2000; AR5 Report).
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Some events such as extreme cold temperatures will decrease but overall, most
events including heatwaves, precipitation episodes, and storms in urban areas are
expected to increase along this century. There is an increasing trend for the
occurrence of global warm spells of average, minimum, and maximum tempera-
tures over a greater area and with higher magnitude than the typical summer
heatwaves, contributing to changing the annual trends (Perkins et al. 2012).

Trends are generally more heterogeneous for daily precipitation extremes. For
example, for the period 1900–2009, a modeling study showed that out of a global
set of about 8320 weather stations, about two-thirds reported increases in extreme
events, and these were mainly located in the tropics and higher latitudes (Westra
et al. 2013; AR5 Report).

Reliable assertions of very heavy and extreme precipitation events are possible
only in areas with dense networks of precipitation recording stations. In the
mid-latitudes, a widespread increase in the frequency of the very heavy precipita-
tion was seen over the twentieth century (Groisman et al. 2005). The later authors
assume that an intense precipitation event has more than 0.3% of the upper daily
rainfall, and that the projections for a greenhouse-enriched atmosphere reveal an
increasing probability of these events. These extreme precipitation events show a
return time of 3–5 years for a daily event for annual and 10–20 years for seasonal
events, depending on the probability of local daily and seasonal rain events.

Other extreme phenomena such as droughts, that are not tightly linked to tem-
peratures, are highly uncertain. These are highly complex processes caused by
anthropogenic and hydrometeorological factors with impacts that vary greatly
among locations. The common view of drought or dryness is the relationship with
rainfall deficit. Additional complexity can be added by socioeconomic and/or
atmospheric factors such as aerosols and land–atmosphere interactions which can
induce or non-linear and self-enforcing events (e.g., Sippel and Otto 2014). Several
studies also reported that in Europe, heatwave intensity, length, and frequency have
increased over the last century and even more so in Southeast Europe over the last
50 years (Della-Marta et al. 2007; Kuglitsch et al. 2010).

It is very likely that several of the unprecedented events of the past decade would
not have occurred without anthropogenic global warming (e.g., Coumou and
Rahmstorf 2012). However, a clear deterministic cause-effect between human
activity leading to warming and the occurrence of extreme events is not possible,
because extreme events can occur by chance under strictly natural conditions (e.g.,
Sippel and Otto 2014; Stott et al. 2004). In this context, Coumou et al. (2013b)
concluded that approximately 80% of recent monthly heat records would not have
occurred without human influence. This share will increase to more than 90% by
2040 under a medium future global warming scenario.

Perkins-Kirkpatrick and Gibson (2017) studied the variation of characteristics of
regional heatwave changes with mean global warming, assuming the 1.5–2 °C
scenarios stipulated by the Paris Agreement as scenarios of warmer thresholds. Two
global climate model ensembles, comprising 27 models, were applied. Basically,
these models were the Coupled Model Inter-comparison Project Phase 5 (CMIP5)
and a 21-member version of the Community Earth System Model (CESM), with
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daily data in the period 1861–2005 and from 2016 thereafter with projections until
2100 under profiles RCP8.5 and RCP4.5 of the AR5 Report. The modeling strategy
considered distinct climate sensitivities, physical parameterization, and resolutions,
through CMIP5, and the influence of internal variability, through CESM.

Four heatwave variables which were the sum of heatwave days, the total number
of discrete events, length of the longest event, and peak wave intensity, were
evaluated during a 5-month summer season. Results were obtained at the global
level and for 21 land-based regions, for both global mean warming and heatwave
thresholds relative to pre-industrial conditions. These results were assumed as
applicable to heatwave and mitigation strategies.

The higher changes in heatwave days occurred in the tropics with 30 additional
days per season and per °C of global temperature rise. These latter events occur
over vast areas of Africa, Central and South America, and Southeast Asia. In mid to
high latitudes, the variation was less drastic with 10–15 extra days expected over
Northern Europe, North America, and Russia. Over South Australia and higher
latitudes of South America, the correspondent value of extra days ranged from 4 to
8 per degree of global warming.

Also, over most regions, the number of heatwaves per season was expected to
rise by about 1.5–2 events per degree of global warming, excepting Central and
Southern Africa and Central Asia where an increase of 2.5 events per season was
forecasted. The median change in the longest heatwave duration period ranged from
1 to 3 days with smaller ranges in higher latitudes, and estimated ranges of 4–
6 days per degree of global warming over India, Southeast Asia, the US, and South
America.

In Central America, African areas, and the Middle East, the longest heatwave
period was projected to increase by 10–12 days per degree of global warming.
About the peak wave intensity, it was concluded that the temperature of the hottest
heatwave day per season was expected to rise between 1.2 and 1.5 °C per degree of
global warming, by 1.8 °C across the US, south of Southern America, and some of
the African areas, by 2 °C in Europe, and by 1.1 °C in Australia and Southeast Asia.

There is a huge variation of heat warming events and mean warming at regional
levels, comparatively with global temperature increase. Over high latitudes in
Alaska, Greenland, and North Asia, regional mean warming is twofold higher than
global warming. In lower latitudes in the south of southern South America, south
and Southeast Asia, and Australia, the regional mean warming is about the same
order of magnitude as the global average. Variation in regional and seasonal
changes in heatwave days is linear with a widespread. The increase in heatwave
days with the global average temperature is much faster in tropical regions than in
higher latitudes. Regions with larger overall maximum increases of around
150 days of heatwave days are those with average temperature change rates
increasing between 2.5 and 3 °C.

The study of Perkins-Kirkpatrick and Gibson (2017) mentioned above, described
the sensitivity of heatwave frequency in relation to the average global warming.
Different thresholds of global warming imply different patterns in terms of regional
changes in heatwave days. For example, with a global warming of 5 °C until 2100,
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the number of heatwaves per season is forecasted to increase from 60 days in south
of Southern America to 120 days in Eastern Africa, the Amazon Basin, and
Western Africa. Under such a scenario, heatwave conditions would become the new
normal. For a global 1 °C increase in mean warming, a regional divergence pre-
vails, with lower latitude regions showing faster increases in heatwave days. Lower
levels of global warming will be reflected in minimal extremely intense heat events.

The regional variation of the number of seasonal heatwaves and global tem-
perature increase is not linear. The number of events decreases with mean tem-
perature increases of 1.5–2 °C in Eastern Africa and of 3 °C in Western Africa and
Sahara regions. For many other regions considered, the predominant rate of
increase of heatwave events peaks at about 3 °C of mean global warming. Some
regions such as Southeast and South Asia and Mediterranean Basin show a peak at
4.5 °C mean global warming. Large increases in heatwave days result in
no-lagging, long continuous events. The longest events are located over tropical
areas, such as Sahara, the Amazon Basin, Central America, and Eastern Africa. In
these regions, under a 5 ºC mean global warming, heatwaves could last 80 days but
under a scenario of 2–3 °C, the duration of heatwaves would be substantially
shorter of about 20 to 40–50 days, respectively.

The median temperature regional peak heatwave increases linearly with global
warming, with the largest increase occurring in the Mediterranean Basin, where
heating intensity could be 9 °C under a mean global heating scenario of 5 °C in
2100, compared with pre-industrial values. Under mean global heating of 2.5 °C,
heatwaves could peak between an additional 2.5 °C in Australia and Southern
South America and 5 °C in the Mediterranean Basin and Central Asia. This increase
is significantly higher when compared with the mean global 1.5 °C scenario, where
heatwave additional peaking range is between 2 °C in East Asia and Southern
America and 3 °C in the Mediterranean Basin and Central Asia.

Regional median return periods of heatwaves are forecasted to decrease at a
non-linear rate with an increasing mean global threshold. At a 4 °C global warming,
in almost all regions, a yearly intense heatwave could occur, compared with 1
equivalent event every 30 years, between 1861 and 1890. The return times are
substantially different under 1.5 and 2.5 °C scenarios across regions. In some
regions such as Tibet, central North America, eastern North America, and East
Asia, a threefold higher return time can occur at scenarios of 1.5 and 2.5 °C mean
global warming. The estimated return times were also about twofold higher in
regions such as Greenland, Northern Europe, Australia, Central America, North
Asia, and South Asia. In the Mediterranean Basin, it is about 1.5-fold higher.

The relationships detected by Perkins-Kirkpatrick and Gibson (2017), between
regional heatwave characteristics and global mean warming, are model-dependent.
For example, the overall spread of heatwave days per °C among the 27 models can
be as large as 40. On the other hand, the lengthening of the longest event can also
spread among the models across 30 days, under equal conditions. Tropical regions,
very sensitive to average global temperature increases, displayed the highest dif-
ferences among models. The spreads are reduced outside tropical regions, with
heatwave days changing by 8–20 days, event number by 1–2.5 days, and the
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duration of the longest event between 4 and 12 days. The influence from internal
climate variability evaluated through the CESM ensemble models was found as
low, with very small intraregional variations of coefficients per °C of mean global
warming, compared with using CIMP5. Thus, a conclusion to be drawn is that the
overall variations in the rate of heatwave events are strictly dependent on differ-
ences in physical methodologies between climate models in terms of parameteri-
zation schemes, resolution, and overall climate sensitivity.

The role of internal climate variability becomes more visible when projecting
changes in regional heatwaves per individual global mean warming threshold. Over
the same regions and for the same heatwave characteristics, under a rate of expected
heatwave changes per 0.5 °C of the mean global warming, internal variability
accounted for at least 50% of these changes, and in most cases accounted for 20–
30% of them.

The percentage P of internal variability for variables of heatwaves is given by

%P ¼ 100� CESM 99th� 1stð Þ=CMIP 99th� 1stð Þð Þ ð8:1Þ

where the 99th and 1st refer to 99th and 1st percentiles of results from CESM and
CIMP5 models.

Simulated internal climate variability can account for 21–70% of the number of
events, for 12–35% of the duration of the longing event, and for 28–67% of peak
heatwave intensity, depending on the region. Overall, that influence is greater over
higher latitude regions such as Alaska, Central North America, and Northern
Europe and in the tropics, e.g., in the Amazon Basin, Southeast Asia, and Western
Africa.

Estimated internal variability over variation in 0.5 °C of global average heating,
changes in a consistent way across regions and should be considered in evaluating
the overall regional change for any specific global warming threshold. Only in the
Amazon Basin did the simulated internal variability decrease with global temper-
ature increases. In practice, the influence of internal climate variability remains
unpredictable, and even if the anthropogenic forcing could be rigorously quantified,
a range of variability of heatwave parameters per °C of global mean warming would
be required for dealing with adaptation and mitigation policies. The future of cli-
mate variability remains uncertain and particularly in relation to the global climate
response to anthropogenic forcing and in terms of the variability of regional
heatwave profiles.

Fischer and Knutti (2015) studied the extent to which global warming can
account for heavy precipitation and hot extremes. They concluded that about 75%
of the moderate heat extremes, corresponding to the present day 0.85 °C average
warming relative to the pre-industrial era, and about 18% of the global moderate
precipitation extremes, are attributable to global warming, with the latter mainly
due in a non-linear fashion to anthropogenic activities. Currently, the probability of
a hot extreme event occurring is 1 in 1000 days, which is about five times higher
than in pre-industrial conditions.
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At 2 °C warming, the likelihood of most extreme cases (99.99% quantile)
increases by a factor of 1.5–3 depending on the region and the model. Thus, an
event that occurred once every 30 years under pre-industrial conditions is expected
to occur every 10–20 years under a 2 °C warming scenario. The probability of
extreme precipitation increases at the expense of days with moderate, low, or no
rainfall. From this warming scenario, the fraction of precipitation episodes attri-
butable to human influence rises to about 40%. The increased water vapor holding
capacity of warmer air, could be linked to a decrease in the mean precipitation
regimes giving way to the predominance of extreme rainfall events. Overall, more
heavy rain events are expected in a warmer world due to the intensification of the
hydrological cycle. Most models suggested a general increase of 10–30% in the
precipitation intensity at most latitudes, for doubled carbon dioxide levels (Ket-
tenberg et al. 1996).

The probability of extreme hot events under warming of 2 °C is double that for
1.5 °C and fivefold higher than that for the current 0.85 °C increase. This has strong
implications in terms of mitigation targets in climate negotiations, because the
differences of global average temperatures are small but large in terms of the
probability of extreme events. For every single degree of warming, the likelihood of
a rarest and extreme event occurring increases, along with a greater role for
anthropogenic emissions, with higher socioeconomic and environmental impacts.

The anthropogenic contribution toward heatwave and heavy precipitation was
assessed for the European heatwave of 2003 (Stott et al. 2004), for the Russian
heatwave of 2010 (Otto et al. 2012), and for the Australia heatwave in the summer
of 2013 (Lewis and Karoly 2013).

In 2003, the threshold of increase of annual temperatures of 1.6 °C in Europe
was surpassed for the first time, by comparison with the period 1961–90, and 2001
showed the second warm European summer with a correspondent 1.5 °C threshold
(Stott et al. 2004). This record-breaking heatwave in 2003, believed to be the hottest
since AD 1500, arguably caused 70,000 excess deaths and damage to agriculture
and forest amounting to more than €13.1 billion (e.g., Schiermeier 2010).

Stott et al. (2004) argued that asking whether external influences in climate, for
example, increase of GHG emissions, are deterministic in this hot discrete event is
not the right question to ask as such an event could happen by chance in an
unmodified climate. A more relevant question would be whether the likelihood or
the risk of the heatwave occurring would be higher with anthropogenic influence.

The same authors estimated, using a temperature threshold for mean summer
which was surpassed in 2003, and before only once in 1851, that it is very likely
that human activity at least doubled the odds of exceeding that threshold. Their
calculations showed that with a chance higher than 90%, half of the risk of
European summer temperatures to exceed a threshold of 1.6 °C was attributable to
human influence on climate. The fraction attributable risk (FAR) is sometimes a
parameter valid in establishing the liability for compensation for such events with a
value of 0.5 corresponding to doubling the risk over natural conditions.
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Otto et al. (2012) analyzed a heatwave in Russia over a month, from July to
August 2010 that caused a high loss of lives, a reduction in crop production by
about 25%, and a total economic loss of US$ 15 billion. This phenomenon was
characterized by a level of air temperatures higher by more than 5 °C above the
long-term mean for which natural causes cannot be discarded.

The same authors argue that two apparently distinct narratives for interpreting
extreme events are complementary. These narratives are (i) that natural variability
was the primary cause of this event and (ii) that with a probability of 80%, the 2010
July heat record would have not occurred without climate warming linked to an
external trend that is the anthropogenic influence on greenhouse gas forcing.

In this case, the key point again posed for low probability events is that the
probability of the event occurrence and the fraction of risk attributable to external
forcing are two different questions. They reported that while in the 1960s a
2010-like event could have been expected every 99 years, in the 2000s the
equivalent period was about 33 years.

Thus, the conjugation of the two narratives in the case of the heatwave in Russia
is based on the principle that even a natural extreme event in 2010 would be more
likely under the anthropogenic warming which occurred in this region since the
1960s. Indeed, the empirical analysis showed that under a stationary climate,
without rising in average annual temperature, the observed monthly mean tem-
peratures for July 2010 would be very unlikely, in relation to the distribution
defined over the 1950–2009 period. This, because, in this period, return times
ranged from 250 to 1000 years, implied that without an enhanced warming factor,
the 2010 heatwave would have been a very unusual event.

The average increase in temperature is much smaller than the anomalies
observed during the heatwave, although an increase occurred in a cascading
non-linear effect. Meanwhile, the probability of a heatwave as large as the one
observed in 2010 has increased three- to fourfold. The return time for the 2010 July
temperature was estimated to be 250 years. Given that the area covers less than 1%
of the global land area and was selected a posteriori, a 1/250-year event could
eventually occur every few years. The heat event in Russia can be internally
generated, but mainly externally driven in terms of probability of occurrence.

Lewis and Karoly (2013) analyzed the role of anthropogenic factors in the
hottest Australian summer over the period where records were available, drawing
conclusions like those of the studies already mentioned. Simulations of natural and
anthropogenic forcings for the periods (i) 1976–2005 and (ii) 2006–2020, under an
RCP8.5 scenario simulating a climate of high emission under the AR5 climate
profile, found that the odds of extreme heat due to human influences during the two
periods were 2.5- and five-fold higher. The natural “La Niña” events alone were
unlikely to cause the extreme heatwave, compared with the RCP8.5 high emissions
scenario. A significant decrease in return times of extremely hot summers was also
evaluated for the periods 1976–2005 and 2006–2020 (RCP8.5). Beyond 2020,
extremely hot summers were likely to occur and in the period 2080–2099, with
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RCP8.5 simulations, at least 65% of seasons are projected to be extremely hot over
all land areas, with severe implications for human health and natural systems.

Sippel and Otto (2014) described how the risk of hydrometeorological extreme
events has changed with a warming climate. For Southeast Europe, these authors
focused on the very hot and dry summer of 2012, which in combination with
heatwaves reaching 40 °C affected the entire region. It was the hottest and the third
driest season recorded in Serbia, due to the prevalence of high-pressure divergences
and lead to an economic loss of about one billion Euros.

These authors explored the tendencies in inter-decadal changes obtained from
the probabilistic analysis that can be used to evaluate a meteorological risk of
extreme weather. The decade-long simulations smooth out the influence of natural
climatic variability, allowing also evaluating the return times of meteorological
events. Indexes for obtaining proxies for impact-relevant meteorological conditions
were derived for combinations of climate variables. Such an index for
seasonal/monthly precipitation deficit makes it possible to estimate probabilities for
summer dryness. The likelihood of changes in heat and dryness in Southeast Europe
using two-decade data series was also determined.

Seasonal temperature anomalies ranging from 2 to 5 °C, compared to those of
the period of 1961–1990, showed that very low precipitation has occurred
throughout South and Eastern Europe. Within this climatic scenario, there were
multi-day heatwaves reflecting turbulent phenomena of higher frequency. During
two heatwaves in August 2010, daily minimum and maximum temperatures ranged
from values as high as 25–40 °C. The multi-day temperature events are relevant
when compared with the full-year temperature increases.

For the evaluation of temperature impact events, a 5-day sampling period can be
more important than, for example, monthly mean temperatures, for exampl, as a
proxy for short-term heat stress during a summer heatwave. Sippel and Otto (2014)
also showed that a 5-day mean wet-bulb global temperature in the summer works as
a proxy for short-term heat stress for human health. When temperatures rise,
evapotranspiration also increases causing an increase in water demand for agri-
cultural crops, within monthly and seasonal time scales.

Sippel and Otto (2014) assumed thereby that general dryness increased in the
given region, independently of the absence of pronounced changes in the precipi-
tation regime. They showed also that a hypothetical water balance, defined as the
difference precipitation and potential evapotranspiration (P-PET), could be used as
a proxy for local dryness, with PET computed according to the Thornthwaite
method:

PET ¼ 16Kð10T=IÞm ð8:2Þ

where K is a function of days in a given month and latitude, reflecting the average
number of daytime hours in that month, T is the mean monthly air temperature (in °
C), and I is a location heat index based on monthly-mean temperatures defined as
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ð8:3Þ

with i index referring to the month and m a coefficient defined as

m ¼ 6:75� 10�7I�3 � 7:71� 10�5I2 þ 1:79� 10�2Iþ 0:492 ð8:4Þ

The above water balance was shown to be a useful proxy for local dryness,
despite the absence of computation of the dynamics of soil moisture and ground-
water. The simulations enabled the summer monthly dynamics of the water balance
from the 1960s to 2000–2010 to be analyzed. A handicap of this methodology is
that precipitation data is very biased, so that the estimations are made mostly in
inter-decade comparisons, rather than in absolute values of the water balance. Thus,
this methodology only estimates the dryness risk relative variations instead of
absolute risk.

Sippel and Otto (2014) also demonstrated a critical reduction in the return
periods of multi-day heatwave events in the summer season. For example, a 5-day
period above a given threshold of high air temperatures, could have returned on
average once or twice per century in the 1960s, whereas in the 2000s it could return
under ten year periods. These authors also showed that in Southeast Europe the
inter-annual variability, dependent mainly on typical natural factors such as dif-
ferent sea surface temperatures and North Atlantic oscillations, is likely of minor
importance relative to inter-decadal variability driven by greenhouse gases and
aerosols and other factors.

Multivariate combinations of hydrometeorological variables, such as air tem-
perature, environment humidity, and precipitation, are likely to be more relevant
and complementary to the use of meteorological variables alone for assessing cli-
mate impacts. One example is the wet-bulb globe temperature (WBGT) which can
be used as a proxy for heat stress and is used by weather services to issue health
warnings. This variable can be given by the following expression:

WBGT ¼ 0:567Tair þ 0:393eþ 3:94 ð8:5Þ

where Tair is the air temperature and e is the water vapor pressure (Fischer and
Knutti 2015).

The abovementioned expedite indexes of dryness and heat stress that can pro-
vide quantitative evaluations into changes are extreme weather risk and impacts of
joint variables. This information can assist stakeholders in planning across sectors
such as health, water availability, and agriculture in Southeast Europe. Sippel and
Otto (2014) refer also that although changes both in natural and in anthropogenic
forcing contributed to weather events and exerted influence in the global climate,
the bulk of global mean warming in the last 50 years has been due to anthropogenic
causes.

290 8 Fundamentals of Global Carbon Budgets and Climate Change



8.5 Long-Term Climate Change

The impacts of actual CO2 emissions will last for centuries even if the anthro-
pogenic emissions of greenhouse gases are stopped. Global warming will remain
after 2100, except for the RCP2.6 scenario of the AR5 Report. The forecasts of
AR5 are that global temperature will be stationary, remaining high long after an
eventual termination of anthropogenic CO2 emissions. To revert the current fore-
casts of climate change until 2100, there must be continuous extraction of atmo-
spheric CO2 during a significant period. Also, the direct impacts of climate change,
for example, soil carbon and ecosystems re-equilibrium, ice sheets, and sea-level
rise, have long-term dynamics of their own, so that their effects will be felt even
after the global temperatures stabilize. Mitigation may, however, strongly reduce
the number of heat extremes by the second half of the twenty-first century (Coumou
and Robinson 2013).

The global mean sea level will go on rising for centuries beyond 2100, and the
same can be said about ocean acidification if CO2 emissions go unchecked. The
RCP2.6 projections for the sea-level increase until 2300, indicate that sea rise can
be lower than the 1 m above the pre-industrial era, if the GHG concentrations are
kept below the 500 ppm CO2-eq. The rise could be higher than 3 m if the GHG
concentrations range from 700 ppm CO2-eq. to 1500 ppm CO2-eq., under scenario
RCP8.5.

It should be noted that the Antarctica solid ice discharge contribution is under-
estimated, so that the sea-level rise in 2100 could be higher. In this context, sustained
ice mass loss could cause a larger sea-level rise, under an irreversible scenario. For
Greenland, continued global warming ranging from 1 °C to about 4 °C would deliver
a drastic mass of ice during a millennium time scale, which would eventually cause a
sea-level rise as high as 7 m.

A scenario of a sudden drastic instability in response to climate forcing is
possible, although the evidence available is not enough to carry out an accurate
quantitative assessment. The RCP4.5, RCP6.0, and RCP8.5 profiles, corresponding
to medium to high GHG emissions scenarios, could abruptly disrupt regional scale
terrestrial, marine, and freshwater systems, both in terms of composition and
structure.

An example of an impact condition with global consequences is the reduction in
permafrost areas which will occur if the global temperatures rise further. Under the
RCP8.5 climate profile, net carbon emissions in the twenty-first century from
permafrost could range from 180 Gt CO2 to 920 Gt CO2 adding to the 2040 Gt CO2

already accumulated carbon emissions, and almost reaching the 2900 Gt CO2

threshold critical to attaining a likely dangerous climate change.
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8.6 A Brief Analysis of the Mediterranean Case Study

8.6.1 Introduction

The Mediterranean and its southern and eastern rims are regions where climate
change will be felt strongly over the twenty-first century. The direct impacts of
phenomena, such as global temperature rise, precipitation decrease, sea-level rise,
and other extreme climatic events, would be reinforced with the effects of
anthropogenic activities on the natural systems. These impacts include the
increasing water scarcity, and negative effects on sectors such as agriculture,
fishery, infrastructures, energy, and hydropower production.

The impact of climate change on the environment is already noticeable in the
Mediterranean and is producing observable effects on human activity. The
Mediterranean Basin incorporates a multitude of sub-areas with complex interac-
tions between the physical systems that define the climate and biosphere, making it
a climate “hot spot” for climate change (e.g., Giorgi 2006). This region can also be
seen as a natural laboratory for assessing vulnerability and climate change impacts
and for introducing adaptation and emission-reducing measures (Grunderbeeck and
Tourre 2008). A geographical division commonly used for the sub-regions of the
Mediterranean Basin (e.g., Adloff et al. 2015) are the seven sub-basins ordered from
East to West: Levantine, Aegean, Ionian, Adriatic, Gulf of Lions, Western
Mediterranean, and Atlantic.

The climate projections forecasted for the Mediterranean fit into the profiles of
IPCC, characterized by an increase in air temperature of 2.2 and 5.1 °C (scenario
A1B of the AR4 Report) comparing 2080–2099 with 1980–1999, with differences
in sub-regions. The projections also point to (i) a decrease in rainfall from 4 to 27%,
(ii) an average increase of sea-level-rise of 0.35 m, (iii) an increase in drought days
evaluated by the higher yearly number of days with temperature exceeding 30 °C
(Giannakopoulos et al. 2005), and (iv) higher frequency and intensity of extreme
climatic events, such as heatwaves and floods.

Further predicted negative consequences are soil desertification, water scarcity,
rural wildfires, or forest biotic plagues. North African regions will be among the
Mediterranean areas more prone to drastic effects of climate change, in comparison
with the Northern Mediterranean.

In 2025, the GHG emissions in the Mediterranean Basin are predictably to be
twice as high as they were in 1990, largely due to the energy demand. The growth rate
in emissions of carbon dioxide will tend to be higher in Southern and Eastern
Mediterranean regions, by comparison with the Northern Mediterranean. The GHG
emissions in some regions increased between 1990 and 2004 by about 58%, arguably
a considerable emission rate on the global scale.While in the NorthernMediterranean
countries, the transport sectors ranked first as GHG emitter between 1990 and 2004,
in the Southern and Eastern that ranking was for electricity and heating.

About 6000 years ago, the climate was warmer in the Mediterranean Basin, with
temperatures in winter higher by 1–3 °C than in the present day, and about more
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than 8–15% water was available for plant growth (Cheddadi et al. 1998). A similar
pattern was established for a period 18000 years ago (Doumenge 1997).

Evidence suggests that the seasonal amplitude used to be higher than in the
present day, with average temperatures in hotter summers higher by 2 °C than in the
present, and colder winters with average temperatures lower by 1 and 2 °C than in
the present. A 1 °C temperature increase would provoke a 100 km vegetation shift
to the north. Simulations based on a 2 °C temperature increase and doubling CO2

concentrations, delivered the development of deciduous forest areas in the northern
part of the Mediterranean Basin instead of an increase of the arid zones. Anthro-
pogenic actions supposedly cause climate changes comparable to natural causes at a
much faster rate (e.g., Cheddadi et al. 1998, 2008; Grunderbeeck and Tourre 2008).

8.6.2 Changes in Temperature

The climate change projections to the Mediterranean region are built on the
numerical regional climate models, adding to information of CGMs, with resolu-
tions up to tens of kilometres, e.g., 50 � 50 km or 10 � 10 km (Grunderbeeck and
Tourre 2008). Modeling studies have shown that in the South-Central European
region, extreme temperatures are increasing faster than mean temperatures indi-
cating that heatwave frequency, amplitude, and length will become more drastic in
the twenty-first century. Drought indexes and proxies also show an increased
tendency for droughts in Southern and Southern-central Europe (Sippel and Otto
2014).

During the twentieth century, average air temperature in the Mediterranean
region rose within the range of 1.5–4 °C, depending on the sub-region. In South-
western Europe, (Portugal, Spain, and Southern France) over the same period and
with a clear increase since 1970, air temperatures rose by almost 2 °C. In North
Africa, a similar warming tendency was harder to quantify largely due to an
incomplete measurement network.

Even if the EU objective of a 2 °C average temperature is achieved until the end
of this century, the temperature increases in the Mediterranean will exceed that
objective and due to environmental and socioeconomic specific conditions, the
impact will be more incisive than in other regions of the world. The predicted
increase of global average temperature in the Mediterranean Basin is correlated
with changes in precipitation and drought at local and regional levels, as it is in all
regions across the globe.

The average Mediterranean temperature has regional specificities based on its
geography, giving rise to seasonal variations. During winter, regions where the
average temperature is larger than the global regional average, abridge areas of the
Iberian Peninsula and Eastern Mediterranean. During spring, the opposite situation
prevails, and in the autumn a large area displaying strong sensitivity to global
climate change is seen. It includes parts of Southern France, Spain, and Northwest
Africa with a 1.3 °C temperature increase, compared to a 1 °C mean global tem-
perature increase (Grunderbeeck and Tourre 2008).
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The rising concentrations of greenhouse gases, excluding any other forcings,
could cause warming over the Mediterranean region in a magnitude higher than the
global increase (Karas 2006). One forecast (Wigley 1992) indicated that average
temperatures over the region could rise by about 3.5 °C between 2000 and the latter
half of the twenty-first century. Other estimates indicate that about half of this rise
—between 1.4 and 2.6 °C—could occur by the 2020s (Rosenzweig and Tubiello
1997). Parallel evidence from numerical modeling (Kattenberg et al. 1996) for the
South Mediterranean Basin pointed to temperature increases of 1–4.5 °C (with a
mid-point of about 2.5 °C) by the latter half of the twenty-first century. Even if
emissions of greenhouse gases were stabilized by then, temperatures would con-
tinue to rise for several decades due to a time lag in the response by the oceans
(Karas 2006). Cubasch et al. (1996) estimated by modeling that until 2100, average
temperatures could rise by 2.5–3 °C across the Mediterranean Sea, 3–4 °C on
coastal areas, 4–4.5 °C over most inland areas, and up to 5.5 °C across Morocco.
There was also a similarity among the profiles of maximum summer warming
obtained by climate simulations in the Balkans and Iberian Peninsula
(Giannakopoulos et al. 2009).

These results reflect a spatial pattern of temperature distribution, wherein the
general tendency that warming over the sea lags that over the inland areas. The
twenty-first century warming tendency is also higher in inland areas compared with
coastal areas. Strong seasonal dependence is seen in the Mediterranean area with
average warming up to 4 °C in summer, above 2 °C in autumn, and below 2 °C
during spring and winter (Giannakopoulos et al. 2009). Parallel simulations of
impacts of doubling of CO2 concentration in relation to Europe gave similar
tendencies.

Possible increases in aerosol emissions could disguise some of this warming. For
example, Mitchell et al. (1995) showed that aerosols may reduce warming over the
Mediterranean region by 1–2 °C for the period 2030–2050, relatively to the nine-
teenth century. Hasselmann et al. (1995) reported that the net effect of aerosols
could even show a hypothetical cooling over the central Mediterranean in summer
over the next few decades. Indeed, the presence of aerosols may locally counter the
greenhouse effects but, unlike GHGs, their effects are transient, lasting weeks or
months. Overall, aerosols could exert some influence, and long-term climate pro-
jections cannot ignore their effects (Karas 2006).

Giannakopoulos et al. (2005) formulated climate predictions over the period
2025–2050 (average values under A1B, B1, and A2 scenarios of the AR4 Report),
with different uncertainty ranges, and assuming a conservative global 2 °C tem-
perature increase during the twenty-first century. In the case of the Iberian Penin-
sula, an increase of 14–42 days in the summer, with temperatures higher than 30 °
C, was projected.

Modeling projections between now and the second half of the twenty-first
century in European areas, of days per year with maximum temperatures higher
than 30 °C, pointed to a significant increase of the areas corresponding to the range
of 100–200 days. This heating effect is particularly accentuated throughout the
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Mediterranean Basin. The Iberian Peninsula is particularly affected with a signifi-
cant area presumably included in the 100–200-day class (ACACIA Project 2000).

According to the AR4 Report, doubling of CO2 atmospheric concentration will
induce a temperature variation ranging from −5 to 2.5 °C in the Mediterranean
Basin, with the Iberian Peninsula being one of the areas with the largest temperature
increases (Grunderbeeck and Tourre 2008). Even if the concentration of GHG was
maintained at the 2000 levels, an increase of 0.1 °C in air temperature per decade
would be expected.

Global and regional circulation models (RCM), show uncertainties that can be
parameterized and that might be expected to decrease over time, in the light of new
knowledge on climate. Among the main sources of uncertainty are the incomplete
knowledge of the physical mechanisms and processes dealt with numerical models
for regional climate, the socioeconomic impact, and on the human demographic and
technological evolution. This latter aspect is important for assessing specific
impacts on climate change of agriculture, industry, water resources, and energy.

Parameterization schemes in the RCMs are based on the knowledge of observed
values that might be exceeded in the future. For example, some projections of
temperature ranges in the Mediterranean Basin are based on average air temperature
increases which may not be representative of current daily average temperature
change (Grunderbeeck and Tourre 2008).

8.6.3 Changes in Precipitation and Moisture Availability

Global warming has been linked with increases in average daily precipitation,
followed by increased water vapor in a warmer atmosphere. Increases in annual
rainfall were recorded in many mid- to upper latitudes, except for the Mediterranean
Basin where a decreasing trend has been observed (e.g., Alpert et al. 2002). Since
1900, precipitation decreased by over 5% over much of the land bordering the
Mediterranean Sea, apart from the contiguous coastland extending from Tunisia to
Libya where it increased slightly (Karas 2006).

In the Central-Western Mediterranean Basin encompassing Italy and Spain, the
total precipitation decreased by 10–20%. In the southern Mediterranean strip,
including Southern Italy, Southern Spain, and Tunisia, a higher global decrease of
26% occurred, and in the Eastern Mediterranean mixed tendencies of rainfall with
mean precipitation did not change, and heavy precipitation events increased
(Groisman et al. 2005). Other evidence clearly shows that rainfall and specific and
relative atmospheric humidity, predictors of precipitation, have decreased in the
Iberian Peninsula and Greece over the second half of the twentieth century, and this
correlated positively with decreased rainfall (e.g., Grunderbeeck and Tourre 2008).

For Central and Southern Israel, an increasing trend in total rainfall was recorded
over the period 1951–1990 and is likely to be associated with large modifications in
the land cover and land use. Alpert et al. (2002) noted that in the Eastern
Mediterranean region, mean precipitation during the rainy season did not change
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noticeably in opposition to episodes of heavy precipitation which showed change
patterns. This general temporal tendency contained discernible regular time cycles
between wetter and drier periods.

In the western Mediterranean and the Balkans, the available recorded data shows
major moist cycles during the periods of 1900–1920, 1930–1956, and 1968–1980
with interim dry periods (Maheras 1987; Maheras and Kolyva-Machera 1990).

The forecasts from 22 models for Southern Europe and the Mediterranean
region, for the period 2050–2100, point to a significant decrease in rainfall, ranging
from 30 to 50%, while for countries of Northern Europe the previsions are opposite
for a rise between 30 and 50% (scenario A1B, from the AR4 Report). For most of
the Iberian Peninsula, there is a trend toward more rainy days excepting southeast
Spain where the reverse is expected with high rainfall amounts.

In all this context, the established consensus from climate projections is for
decreased precipitations from 4 to 27% in Southern Europe and Mediterranean
regions, whereas in Northern Europe it will increase between 0 and 16%. An
increase in drought periods associated with land degradation, along with a high
number of days with temperatures higher than 30 °C, is also expected (Gian-
nakopoulos et al. 2005).

If the numerical models are broadly correct about precipitation changes in
response to increases in greenhouse gases, the droughts over the western
Mediterranean Basin could be symptomatic of growing human influence on
regional climate. Wetter conditions in the east might reflect the stronger influence of
aerosols in this area (Karas 2006). Giannakopoulos et al. (2009) cite Portugal as the
Mediterranean-influenced country where the modeling results of precipitation
profiles, under different emission scenarios, differ greatly, mainly due to intra- and
inter-annual rainfall variability. Apart from this source of variability, the remaining
differences in precipitation profiles are not statistically significant.

The characterization trends of precipitation in the Mediterranean Basin, should
consider the complexity of physical processes underlying precipitation. The use of
high-resolution updated models at smaller scales should be considered to take into
account the specificities of the Mediterranean Sea with uneven and rugged coast-
lines and smaller seas. Hence, the regional trends in the Mediterranean Basin
typically distort the scale of changes in precipitation at the local level. For example,
in much of North-Western Africa, Spain, Italy, and Greece for the period 1975–
1994, average precipitation was lower by 17% than during the preceding 20 years.
This contrasts with the conditions elsewhere in northern Africa and the eastern
basin, where average rainfall was higher over the same period (Karas 2006).

In any case, a long-term model for the Mediterranean region suggests that from
2050 onwards, precipitation will decrease markedly as the relative influence of
greenhouse gases grows (Karas 2006). However, some models are found to
underestimate year-to-year variability, with problems in reproducing the observed
trends when Spain and Greece are compared. This means that different underlying
physical processes are at stake, and further investigation on downscaled processes is
required.
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In the short term, aerosol effects may counter the effect of rising concentrations
of greenhouse gases in some areas. Results from transient experiments for around
the middle of the twenty-first century suggest that once aerosol effects are con-
sidered, precipitation over Southern Europe and Turkey may increase slightly
(Kattenberg et al. 1996). These changes are far from certain, as they depend on both
the aerosol scenario used and how aerosols are represented in the models. In any
case, the long prospect remains of hotter, drier conditions throughout the
Mediterranean region, as the relative influence of greenhouse gases increases over
time.

In addition to the tendency for reduced rainfall, a reduction in moisture avail-
ability is also predicted. Indeed, moisture availability is determined both by water
gains from precipitation and water losses through runoff and evapotranspiration.
The future global temperature increase will cause an increase in evapotranspiration,
and therefore loss of available water.

The projected seasonal precipitation variations are also likely to reduce water
availability during the plant growth season (Kattenberg et al. 1996; Wigley 1992),
due to water runoff in the winter. This implies that even when precipitation is
forecasted to increase, available water can decrease if the gains are surpassed by
losses. On the other hand, if rainfall peaking episodes increase, the likelihood is that
water will not be stored in the soil, but lost as runoff (Segal et al. 1994). The
evaluation of moisture availability by GCMs can be complex due to the difficulty in
assessing potential evapotranspiration and the hydrological cycle (Rind et al. 1990).
Anyway, the global influence of GHGs is likely to grow and the long-term prospect
is of a tendency for dryness throughout the Mediterranean region.

8.6.4 Changes in Extreme Events

The Mediterranean Basin as aforementioned, is a region particularly vulnerable to
global warming with specificities at the local level. In addition to changes in the
mean climate, more fluctuations in extreme events, which are a component of
natural climate change variability, were recorded both in terms of frequency and
intensity. Presently, about 75% of the daily hot extremes over land is mainly due to
climate change, and the frequency of very hot days, exceeding the 99th percentile of
the daily maximum temperature, has tripled during the twentieth century (e.g.,
Fischer and Knutti 2015).

Attention should also be paid by all stakeholders to changes in seasonal shifts
and the timing of climate change events. Based on phenology as well as climate
data, seasonal shifts have been reported in different regions, mainly in early spring
and shortened winters. Phenomena including extended warm periods over the years,
and shifting in hot weather profiles, have multidisciplinary impacts on distinct but
interconnected issues such as the environment, human health, agriculture, and
energy demand (Founda et al. 2019). For example, Fontana et al. (2015) showed
that heat stress in Italy had a strong impact on wheat yield.
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As the global climate changes, the frequency of extreme events in the
Mediterranean region will change both in relation to the average climate as to
climate flutuations. Warmer conditions over the Mediterranean region should lead
as to an increase of extremely high temperatures as to a decrease in extremely
low-temperature events. An increase in drought periods is related to the previously
mentioned high frequency of days during which the temperature exceeds 30 °C
(Giannakopoulos et al. 2005). In areas experiencing a general decrease in precip-
itation, droughts are likely to become more frequent.

Heatwaves, droughts, or floods are also likely to be more frequent and violent.
This tendency for the higher occurrence of extreme events has been noted since the
mid of the twentieth century, with decreases in global frequency of cold days and
nights and increases of warm days and nights (Hartmann et al. 2013). Likewise,
heatwave frequency has increased in large parts of Europe, Asia, and Australia
during this period. In the same way, it is likely that from about 1950 onwards, the
number of heavy precipitation events over land has increased in more regions than
it has decreased (AR5, Report).

Similarly, in areas experiencing a general decrease in precipitation, droughts are
likely to become more frequent, as the probability of dry days and the length of dry
spells increases. The converse is true for areas where precipitation increases. Pre-
cipitation events changed abruptly in 1996, with drying areas suddenly experi-
encing extreme wet conditions and vice versa (WMO 1997). It was also reported
that the probability of a dry spell lasting more than 30 days in summer in Southern
Europe would increase with the doubling of atmospheric carbon dioxide concen-
tration, by a factor between two- and fivefold (Kattemberg et al. 1996). Extreme
precipitation events over most of the mid-latitude land masses and over wet tropical
regions will likely become also more intense and more frequent.

Alpert et al. (2002) identified a paradoxical increase in Mediterranean extreme
daily rainfall, in the period 1951–1995, despite a decrease in the total precipitation.
This so-called paradox reflects a presumable scenario of the existence of a sub-
stantial change in the rainfall distribution over the Mediterranean area wherein the
“increase of variance of the rainfall distribution overcomes the reduction of the
mean.”

The same author proposed 6 rainfall daily categories as powers of 2, from
(A) light: 0–4 mm/day; (B) light–moderate: 4–16 mm/day; (C1) moderate–heavy:
16–32 mm/day; (C2) heavy–torrential: 32–64 mm/day; (D1) 64–128 mm/day; and
(D2) Torrential: � 128 mm/day up. This enables the evaluation of several rainfall
categories relative to rainfall totals and how these rainfall classes vary with time. An
alternative non-discrete approach would be the use of gamma distribution and the
analysis of changes in the shape and scale parameters (e.g., Groisman et al. 1999).
The rainfall trends were analyzed in 265 Mediterranean stations distributed across
the following countries: Spain (182 stations), Italy (42 stations), Cyprus (3), and
Israel (38). It was found that, for example, in Spain, the torrential category con-
tribution toward the total annual rainfall increased significantly over the 45-year
period. On the other hand, the classes C1 and C2, contributing to about half of the
total rainfall, decreased significantly, dropping from about 49% in the early 1950s
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to about 43% in the 1990s. The rate of decreasing rainfall was about 1.52 mmy−1

and the contribution of the lower extremes to the annual rainfall also increased,
although not significantly.

Likewise, in Italy, there was a clear distinction between the heavy torrential
categories (C2, D1, D2) showing an increasing trend, and the lighter classes (A, B,
C1) showing a significant lowering trend. In this country, torrential rainfall, above
128 mmd−1, contributed to about 4–5% of the total rainfall in the 1990s compared
with only 1% in the 1950s. In contrast, in the 1950s heavy torrential rainfall classes
above 32 mmd−1 accounted for only 23% of rainfall versus 32% in the 1990s.
Italian weather stations showed that heavy precipitation episodes contributed
mainly to rainfall in the summer and transition seasons. In Italy, torrential classes
D1 and D2 exhibit higher inter-annual variability among all classes.

In Israel and Cyprus, no significant trends were detected, although as in the
western Mediterranean there exist heavy categories which are C1 and C2 in Israel
and C2 and D1 in Cyprus that augment. Lighter categories like A in Israel, and B
and C1 in Cyprus show, a decreasing trend. In Israel, all classes of discrete rainfall
events have high inter-annual variability, probably due to the semi-aridity in the
south. Annual precipitation averages ranged from 776 mmy−1 in the north to 105
mmy−1 in the south, across a mere distance of 220 km. To some extent this may be
due to the influence of the Red Sea, which contributes to significant rainfall in the
southern region of Israel.

Alpert et al. (2002) also reported that torrential rainfall classes tend to peak in El
Nino years such as 1953, 1965, 1982/3, and 1986/7. For example, in the latter two
years, the D2 class accounted for 15% rainfall compared with the typical annual
average of 1–4%. This relationship between discrete torrential events and El Nino
has been more pronounced in recent decades as experienced in northern Israel and
Turkey. This reflects the rainfall paradox referred to above, giving high variation in
precipitation patterns in the Mediterranean Basin which may be related to green-
house gas warming. The rain distribution is also characterized by the fact that the
increase in variance overcomes the reduction of the mean (Meehl et al. 2000).

For the period 2025–2050, matrix analysis of modeling results of temperature
and precipitation extremes was carried out by Giannakopoulos et al. (2005). It
consisted of average values under A1B, B1, and A2 scenarios of the AR4 Report,
under a conservative scenario of 2 °C average temperature increase during the
twenty-first century. The matrix showed that the east Mediterranean region
(Mashriq) was clearly the hottest and driest area, with prevailing one-month con-
tinuous period and of 2–3 continuous weeks with high summer temperature
increases of 3 and 2 °C, respectively, and with one-month continuous periods with
night temperatures increasing also by 3 °C. In Mashriq, the impact of the 2 °C
increase scenario in daily precipitation is not so drastic, with prevailing periods of
2–3 weeks and one week corresponding, respectively, to increases of 2 dry days
and decreases in 2 mm of daily precipitation.

Forecasts for North Iberian, Southern France, Corsica, Sardinia, and Sicilia
showed increased precipitation of 3 mmd−1 in prevailing one-month continuous
periods and to rainfall decreases of 1 and 2 mmd−1 in predominant continuous
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1-week and 2–3-weeks periods, respectively. In those regions, moderate tempera-
ture increase prevails mainly in 1 month and 1 and 2-3 weeks continuous periods.

Founda et al. (2019) also pointed that for the Eastern Mediterranean region,
under scenario RCP8.5 (AR5 Report), a marked expansion of hot extreme seasons
is a key feature of climatic change. This expansion at both ends was not sym-
metrical with advancements prevailing over the delay of the hot extremes. There
was also an earlier beginning of tropical nights, defined as nights when daily
minimum temperatures are higher than 20 °C, and of longer duration. The averaged
simulation across the regions indicated a likely extension in the hot extreme season
by about 1 month between now and 2050 and by about 2 or more months by the
end of this century. The projections showed higher increases for night-time hot
temperature extremes, due to the higher impact of greenhouse gases under condi-
tions where the infrared radiation re-emitted by the atmosphere is the only energy
source.

8.7 The Potential of Biochar in the Modulation of Carbon
Budget and of Climate Change Mitigation

Biochar is a low-cost carbonaceous material obtained when biomass, such as wood,
leaves, straw of cereals, and manure, is pyrolyzed or charred at temperatures below
700 °C in a closed reactor under a low supply of oxygen. By mirroring charcoal,
one of the most ancient technologies, biochar can also be defined as “charcoal, from
biomass that has been pyrolyzed in a zero or low oxygen environment, for which,
owing to its inherent properties, scientific consensus exists that added to soil at a
specific site is expected to sustainably sequester carbon and concurrently improve
soil functions, under current and future management, while avoiding short- and
long-term effects to the wider environment as well as human and animal health”
(Verheijen et al. 2010). Biochar as a feedstock can also be defined as “charcoal for
application in soils”, being also conceptualized as the solid product of pyrolysis and
gasification of biomass and denominated as charcoal if derived from woody
biomass.

Biochar has been produced and utilized for thousands of years in soil man-
agement practiced by ancient Amerindian populations before the arrival of Euro-
peans and to the development of complex civilizations in the Amazon Basin.
Certain dark Earth in the Basin or “terra preta” are associated with enhanced
sustained soil fertility (Lehmann and Joseph 2009; Lehmann et al. 2006).

In the Amazon Basin, large amounts of biochar-derived C stocks remain in these
soils today after hundreds or thousand of years passed after their abandonment, and
slash-and-burn practices have ceased in the region. In Amazonian soils, the total
soil C storage is about 250 MgCha−1m−1 compared with typical values of 110
MgCha−1m−1 in soils derived from similar parent material (Verheijen et al. 2010).
This kind of information allowed us to conclude positively about the huge potential
of biochar as an efficient tool for environmental management, which can be
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nowadays directed to four main objectives which can be achieved solely or jointly:
climate change mitigation along with energy production, soil improvement for
productivity, and waste management.

A wide scope of biochar systems with distinct strategies and socioeconomic
benefits can thereby be designed. Yet, the knowledge of biochar by today’s living
farmers is still very scarce, and political debates about climate change continue
ignoring this thematic, while industries that could benefit immensely have barely
considered it. In all this context, biochar production and its land application have
been proposed as a possible strategy for climate change mitigation (e.g., Lehmann
et al. 2006; Lehmann and Joseph 2009).

The main influence of biochar in the mitigation of climate change is related to
the achievement of the much higher stability of organic matter or biomass. This
stability is achieved by the thermochemical conversion of fresh organic materials,
which mineralize comparatively quickly, into biochar which mineralizes much
more slowly. The difference between the mineralization rates of uncharred soil
organic matter and charred biochar materials results in a greater amount of carbon
sequestration and storage in soils and a lower amount of carbon dioxide released in
the atmosphere. The biomass carbon is transformed in a more stable form in biochar
which remains in the soil for hundreds of thousands of years.

Globally, soils are the largest terrestrial organic C pool with estimations of soil
organic carbon amounts of 1500 GtC at 1 m depth, or 2400 GtC at 2 m depth,
much higher than the atmosphere with 750 GtC, or than vegetation with 560 GtC.
The estimated C pool in soils is also 240-fold higher than annual fossil fuel
emissions of about 10 GtC (e.g., Paustian et al. 2016). These are gross modeling
estimates reflecting the preliminary status of fundamental knowledge of attainable
soil organic carbon contents relative to variation with environmental factors.

The principle for using biochar for carbon sequestration is related to the con-
tribution of soil in the C-cycle, for example, with the yearly global upward flux of
carbon dioxide from the soil of 60 Gt. This CO2 results from the decomposition of
soil organic matter (SOM). Also, more than 80% of the terrestrial organic carbon is
contained in the soil. However, the potential for the accumulation of carbon in soil
is low insofar that the respective carbon sinks have low permanency, can be
depleted with land-use change, and are often offset by greenhouse gas emissions.
The carbon amount in the soil through biochar input will increase in comparison
with a microbial decomposition of SOM, with a negative carbon balance which is a
significant contribution to climate change mitigation.

The application of biomass-derived black carbon or biochar to soil, provides a
large and long-term carbon sink and minimizes the leakage phenomena associated
with additions of non-charred organics to soil. Leakage is the denomination used
for accounting with default emissions, which occur on the source locations from
where the added organic matter was removed for application in soil sink sites. In
this circumstance, the net carbon release reduction in the whole system may not
have been achieved, insofar that the carbon increase in soil sinks could be offset by
carbon removal in source locations. Indeed, only if the delivered organic matter
resulted from an increase in biomass productivity, would the net carbon balance in
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the system boundaries be possibly negative. With biochar, not only the soil carbon
is stored for decades, but also biomass productivity in the ecosystems increases, due
to soil quality improvement, with a secondary cascading effect of additional carbon
added in soils (e.g., Lehmann and Joseph 2009; Lehmann et al. 2006; Gaunt and
Cowie 2009).

Chemically, biochar has a high content of fixed carbon, ranging from 50 to 90%
with volatiles and ash amounts ranging from 0–40% to 0.5 and 5%, respectively
(e.g., Verheijen et al. 2010; Weber and Quicker 2018). The high carbon amount and
the existence of aromatic rigid structural compounds, which are hexagonal compact
carbon units linked together and deprived of oxygen and hydrogen, are the common
features of recalcitrant biochar feedstocks which can derive from a wide range of
biomasses, through a scope of thermochemical pyrolytic and gasifying conversions.

The residence time of biochar versus its mineralization rate in the soil is a key
variable for the establishment of scenarios of the global reduction in carbon
emissions. Under a conservative perspective, the composition of biochar is about
80% of stable aromatic recalcitrant carbon and 20% labile mineralizable carbon
which can be released into the atmosphere as carbon dioxide in the first years of
application in soil. This release is very dependent on the weight of these fractions in
the biochar composition.

Modeling analysis shows that a maximum reduction in carbon emissions would
require a mean residence of biochar in soil higher than 100 years, considering a
system of 50% conversion rate for biochar production from slow biomass pyrolysis
or carbonization. A mean residence time of 50 years returns 96% of carbon to the
atmosphere over a period of 200 years, whereas a return of 28% would correspond
to a residence time of 500 years (e.g., Lehmann et al. 2010).

The concretization of the whole potential of biochar feedstock in environmental
management, depends essentially on a sustainable development of a paradigm of
slash-and-char. The later consists of biomass conversion through, for example,
technologies of carbonization, torrefaction, pyrolysis, or gasification of biomass
feedstocks, such as from agricultural and forestry wastes such as forest residues, mill
residues, field crop residues, and urban wastes. Those slash-and-char practices should
thereby replace traditional slash-and-burn practices of biomass residues in the field.

A myriad of conversion technologies has in common the heating and/or the
oxidation of biomass feedstock under the partial or total absence of oxygen. The
yields of biochar in these processes range from 20 to 60% and carbon contents of
biochar higher than 50%, depending on operative variables and feedstock (e.g.,
Schenkel et al. 1999; Lehmann 2007; Meyer et al. 2011; Enders et al. 2012; Lee
et al. 2013).

The stability or longevity of carbon in/and biochar is another important matter,
insofar that only a long residence time ensures relevant carbon sequestration. Over
century lifecycles, biomass mineralization dynamics is more sensitive to variations
in the amount in labile carbon, say from 0 to 5%, than to decrease, for example,
from 1000 to 500 years in mean residence times. As aforementioned, most carbon
in biochar is highly stable and has an average time of 1000 years or longer at 10 °C
mean annual temperature (e.g., Roberts et al. 2010).
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The other big issue to address concerns the soil loading capacity for biochar
(BLC) or in another way, the question of how much biochar soil can tolerate. Soils
with high biochar concentrations corresponding to about 40% of their soil organic
carbon were found in the Amazonian Basin. Furthermore, after hundreds or thou-
sands of years, the productivity of these soils did not decrease or even increase. The
evidence available points out, for example, that in a weathered tropic soil, crop
yields kept increasing with biochar loadings up to 140 t Cha−1. On the other hand,
other trials showed that some crops delivered positive effects concerning biomass
and yields, at much lower applications. For example, experiments with bean
(Phaseolus vulgaris L.) cultivation showed positive yield effects with application
rates up to 50 t Cha−1, which disappeared with a rate of 60 t Cha−1, along with yield
decreases at application rates of 150 t Cha−1. This is indicative that BLC is likely to
be dependent on crops, on soil and climate, and on rates of application and total
accumulated amounts as well. Overall, it is likely that crops respond positively to
biochar additions up to 50 t Cha−1 with possible growth reductions at very high
rates of application.

Smoldering combustion is another variable interfering with BLC, insofar that this
kind of combustion can be supported for years or long time periods in organic soils
that dry out sufficiently. Thus, soils with extreme loadings of biochar, subjected to
drastic drying conditions, could eventually withstand smoldering fires ignited by
natural or anthropogenic factors. This is an issue also requiring long-term research.

The sum of downward CO2 from the atmosphere to the ocean, soil, and vege-
tation is of the order of 213.35 GtC, and the sum of upward fluxes to the atmosphere
of non-anthropogenic sources which were soil, vegetation, oceans, and forests
accounts for about 211.6 GtC, so that e.g. in 2004 a net loss of carbon from the
atmosphere was of around 1.75 GtC. This loss was however more than compensated
by anthropogenic sources of 5.5 GtC, delivering to a net gain of around 3.75 GtC, for
which a significant contribution for mitigation could be achieved through biochar
addition in soil. The hypothetical equilibrium of anthropogenic carbon emissions
should be thereby the main objective to achieve with biochar in soil (e.g., Verheijen
et al. 2010). As aforementioned, the carbon dioxide emissions were higher of around
9.9 GtC in 2017 and averaging 4.7 GtC in the period 2008–2017.

Also, global emissions of greenhouse gases were reported as increasing by 35%
from 1990 to 2010 reaching about 13.6 GtC. These later data ranges from 0.4 to 2.5
orders of magnitude from the value of 5.5 GtC of 2004, a variation which is not
incompatible with the hypothetical equilibrium role of compensation, already
mentioned, are attributed to biochar. Estimations were carried out indicating that
storing carbon in biochar would compensate global carbon yearly emissions of
about 0.1–0.3 Gt CO2.

Other projections mention that carbon sequestration of biochar, resulting from
forestry and agricultural residues and urban wastes, would reach by 2100 yearly
values ranging from 5.5 to 9.5 Gt C, values of the same order of magnitude of
current fossils fuel emissions. Also, an application of 10–100 Mgha−1 of biochar,
with carbon concentration around 50–78% considering a global cropped area of
1411 Mha, would determine a sequestering of carbon of 7–110 GtC. The assumed
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range of biochar application in soils of 10–100 Mgha−1 is within the range of values
for soil biochar loading capacity (Oliveira et al. 2017).

Where biomass is converted to biochar, the potential net C storage is 20 percent
of the C captured through photosynthesis (gross primary productivity, or GPP). As
the global gross primary productivity (GPP) flux is 120 GtC, this would equate to a
theoretical annual potential of 24 GtC (88 GtCO2 eq.), though much of this biomass
is not available for conversion to biochar. The actual potential will depend upon our
ability to access biomass feedstocks in an economically viable and environmentally
responsible manner (Lehmann 2007; Gaunt and Cowie 2009).

Biochar has also a relevant role in reducing emissions of nitrous oxide and
methane from arable soils. These gases are about 310 times and 21 times more
potent as greenhouse gases than CO2. Evidence points that biochar complemented
with other soil management practices could reduce N2O emissions by as much as
80%. The results concerning methane emissions are mixed with positive results
obtained, for example, with near-complete suppression of emissions with maize and
forages in tropical soils and with no impact on methane emissions by rice paddy
fields. Carbon dioxide represents about 83% of the total GHG emissions while CH4

and N2O constitute about 8 and 5% of that total (e.g., Verheijen et al. 2010; Roberts
et al. 2010; Gaunt and Cowie 2009). The annual emission of NO2 from cultivated
soils with are of around 4.2 Mt., higher than those from any other anthropogenic
source, for a total global emission of 8.1 Mt NO2 (e.g., Paustian et al. 2016).

For methane, the total global emissions are about 200 Mt, with more than
one-third occurring from microbial anaerobic breakdown of organic compounds in
soil. Wetlands and rice cultivations, with annual estimates ranging from 177–284
Mt to 33–40 Mt, respectively, are the largest soil sources of CH4. In contrast,
well-aerated soil is potential sinks for methane with estimates of 30 Gt mainly in
forests and uplands via methane oxidation. Alternative estimates point to amounts
of 80 and 50% contributions to global emissions of N2O and CH4, respectively. In
this context, a vast scope exists for the mitigation of emissions of these two gases,
through soil management with biochar applications among a set of 10 alternatives.
Indeed, studies about the effects of biochar on the mechanisms for the reduction of
methane and nitrous oxide emissions under different scenarios are needed for a real
quantification and design of strategies of these mitigations (e.g., Paustian et al.
2016).
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Annex A1: Instrumentation in Environmental
Physics

Abstract
Annex A1 aimed to present fundamentals of environmental instrumentation
beginning with damping factors and dynamic response of zeroth, first and
second-order sensors, to step functions. General concepts of Fourier and Laplace
transforms, transfer functions and transient processes follows. General properties of
sensors, e.g. accuracy, sensitivity, linearity, or repeatability are defined with further
characterization of transducers for measurement of temperatures, radiation, humidity,
airspeed, wind direction, precipitation, and data acquisition. Temperature transducers
with significant relevance in environmental physics are based on electric, expansion
or thermodynamic principles. The examples of sensors discussed are thermocouples
with Seeback electronic principles in bimetallic junctions, isolated or in thermopiles,
thermistors, aspirated and condensation hygrometers or pyrradiometers.

A1.1 Introduction

Quantification of mass and energy flow in the surface layer is one of the main aims
of environmental physics. Such quantification is done by previously described
methods such as the eddy covariance, aerodynamic and Bowen methods. The
application of these methods involves carrying out measurements on the ground,
some of which have been presented in relation to the eddy covariance method.

A sensor, detector or transducer is a device that converts a form of energy or
physical quantity into a distinct form, that is, a device that converts an input signal
into an output signal of another type. Typically, the sensor generates a signal
(electrical, mechanical, etc.) corresponding to the quantity to be measured.
A recording device processes this signal and registers it in internal or external
memory, on paper, or for example on a monitor. Instrumentation analysis involves
the study and operation of sensors, requiring a recorder and/or visualization device.

Instrumentation plays an important role in our high-techworld. For example, in the
automobile industry, instrumentation is crucial in creating and improving vehicle
efficiency in terms of fuel consumption and emissions. Use of robotics in vehicle
manufacture involves adequate instrumentation and quality control feedback.

The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2021
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Sensors have a wide range of different features. For example, analogue sensors
are those where the input and output signals are continuous functions of time. The
amplitudes of the signals may have any value constrained by the physical limits of
the system. Digital sensors have discrete output signals. In an analogue-digital
sensor, the input signal is a continuous function of time and the output signal is a
quantified signal that can only have discrete values. The combination of a computer
or a data logging system, with an analogue system produces digital signals,
typically as binary numbers so that it becomes a combined digital-analogue system.

Converting an analogue signal to a digital one involves an approximation
because the continuous analogue signal can take on an infinite number of values,
while the variety of different numbers that can result from a finite set of digits is
limited. For example, in a 14-bit data logging system, the analogue values detected
by the sensor (e.g. mV) thermocouple measurement) are digitized in binary form
(digits 0 and 1) where any 14-digit sequence will be storage as whole numbers
between 0 (lowest binary number comprising 14 0s) and 213–1 = 8191 (largest
binary number constituted by a 14-digit sequence of 1). That is, the data acquisition
unit can only store integers between 0 and 8191, that is, provide only 8192 memory
locations for storing of analogue information.

The resolution of the acquired measurement can follow the same principle. If the
data acquisition apparatus has a 3-bit capacity only, integers that can be stored vary
between 0 and 7. If the analogue value to be stored is 4 mV, then this integer must
be distributed over 8 positions between 0 and 4 mV at 0.5 mV ranges (or 4/8) so
that this will be the level of precision.

Transfer functions (Chap. 3) establish the relationship between the value of the
measured quantity and the signal in the sensor output. This function may be linear
or not or may be obtained from a conversion table of discrete values. For example,
for a platinum resistance thermometer, the transfer function may be of the type:

RT ¼ Ro 1þ aT � bT2 � cT2ðT � 100Þ� � ðA1:1Þ
where RT and Ro are resistances to temperature T °C and to 0 ºC and a, b, and c are
constants given in tables. Typically, the transfer functions are integrated into the
data logging system.

The dynamic response of a sensor is its response to the input variation over time.
The dynamic responses of the sensors, with thermal or mechanical inertia, are often
described by equations linear ordinary differential. In a mechanical system, a
moving mass stores kinetic energy and can store potential energy due to its position
in the force field. The order of the differential equation that describes the response
will always equal the number of energy storage reservoirs (Shaw 1995).

A linear zero-order instrument has an output proportional to the input at all time
instants, according to the equation:

yðtÞ ¼ kxðtÞ ðA1:2Þ
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where k is the gain constant or instrument’s static sensitivity. The output signal
follows the input signal without distortion or delay.

The potentiometer is an example of a zero-order, linear instrument used for
measuring displacement, where the change in the potential difference across the
element is proportional to the displacement. The measuring instrument zero-order
displays ideal dynamic behaviour without any phasing. The instrument is zero-order
when static output is produced in response to a static entry.

A linear first-order instrument has an output given by a first-order differential
equation, as follows:

s
dðyÞ
dt

þ yðtÞ ¼ kxðtÞ ðA1:3Þ

where s is the time constant (time dimensions) and k the gain constant or static
sensitivity of the instrument (output/input dimensions). Thermometers are also
first-order instruments. The time constant of temperature measurements depends on
the thermal capacity and the interaction between the thermometer and the contact
surface.

Cup anemometers for wind velocity measurements are also first-order
instruments where the time constant depends on the inertia momentum of the
sensor (Kristensen 1993). The reaction of this type of equipment to variable
continuous inputs is exemplified by their response to sine wave input functions at
various frequencies. If the angular frequency of breakpoint xb, is defined as the
inverse of the time constant s and a dimensionless frequency a =xi/xb, as the ratio
between the angular frequency of the input and the angular frequency of the
breakpoint, it can be shown that the output is a modified sine wave with reduced
amplitude A(a) and a phase angle /ðaÞ given by:

AðaÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1þ a2Þp ðA1:4Þ

and:

/ðaÞ ¼ tan�1ðaÞ ðA1:5Þ
A linear second-order instrument has an output given by a second-order

differential equation:

s
d2yðtÞ
dt2

þ 2dx
dyðtÞ
dt

þx2yðtÞ ¼ kx2xðtÞ ðA1:6Þ

where d and x are constants for the damping factor with a maximum unit value and
natural frequency of the undampened instrument, respectively.

A second-order system, subject to a static entry, tends to oscillate around its
equilibrium position (or response). The natural frequency of the instrument is
defined as the frequency of these oscillations. The internal friction of the instrument
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opposes these natural fluctuations, with intensity proportional to the rate of change
of output signal. The damping factor is a measure of the opposition to the natural
oscillations. Depending on the extent of damping, a second-order system can
stabilize in the form of undampened oscillations when subjected to input in the form
of a step function. Wind direction sensors are an example of such systems.

If the input function x(t) varies continuously with time, the output of a zero-order
apparatus varies the same way, being multiplied by a static gain k. Conversely,
outputs of first and second-order instruments do not vary in the same way. In these
instruments, the configuration of the output function y(t), is different from that of
the input function x(t).

It follows from the above that the response of various systems (zero, one or two
order) to a step function, characterized by a quick change in the input value such as
x(t) = 0 for t � 0 and x(t) = 1 for t > 0 is:

(i) for the zero-order systems a step function of the type x(t) = 0 for t � 0 and x
(t) = k for t > 0

(ii) for first order systems (Eq. A1.3 and Fig. A1.2), where y (0) = 0, the response
will be: (Fig. A1.1)

yðtÞ ¼ K½1� expð�t=sÞ� ðA1:7Þ

The initial rate of change of response y(t) at time instants near t = 0 is of the
order of k/s. At instant t = s (time constant) the value of y(t) is about 0.632 K. For
longer periods, y(t) tends asymptotically to K. The sensor response velocity in
reaching K depends on the time constant value.

(iii) for second-order sensors, the solution of Eq. (A1.6) to step function input
and considering y (0) = 0 and dy(0)/dt = 0, depends on the damping factor, d.
If the damping factor is greater than 1, over-damping (Fig. A1.3) can occur,
and y(t) reaches the K threshold slowly.

If d is 1, the response is:

Fig. A1.1 Schematic repre-
sentation of a zero-order
system
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yðtÞ ¼ K½1� ð1þxtÞexpð�xtÞ� ðA1:8Þ
and the condition of critical damping is reached (Fig. A1.3). Such systems are like
to first-order systems as the response approaches a K threshold.

If the damping factor is between 0 and 1 (Fig. A1.4), there will be
sub-dampening, so that the response y(t) oscillates about the steady-state value
K, with an amplitude which decreases with time. Finally, if the damping factor is
zero (Fig. A1.4) there is no damping and the response oscillates regularly around
the constant K, with amplitude K and oscillation period of 2px.

It can be shown that a damping factor of 0.69 allows the desired measurement
value K to be reached more quickly (Fig. A1.5). The design of the second-order
instrument is thus delineated for such optimum dampening. The response of a
second-order sensor, with this damping factor, is characterized by an initial
oscillatory peak that overshoots K before reaching a constant value.

Fig. A1.2 Representation of
a 1st order system

Fig. A1.3 Representation of
a 2nd order system (d � 1)
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The transfer function of a measuring system, mentioned above, is indicative of
the phasing between the input signal and sensor output, as well as damping of the
amplitude of the output signal.

For a simplified analysis of complex transfer functions in the frequency domain,
the Laplace transform is typically used (Connor 1978). The Laplace transform is a
generalization of the Fourier transform, (Chap. 3) applicable in situations at instant
t = 0, where the Fourier transform does not lead to a finite solution. The main
difference between the two types of transforms is that while the Fourier transforms
uses positive and negative wave frequencies, the Laplace transforms uses waves
dampened by a e�r factor where r is a positive number.

Fig. A1.4 Representation of a first order system (curves correspond to d between 0 and 1)

Fig. A1.5 Representation of
a first order system with d =
0.69
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As referred to in Chap. 3, a Fourier transform is defined as:

FðixÞ ¼
Z 1

�1
f ðtÞe�ixtdt ð3:123Þ

so that the transform converges the integral of Eq. (3.123). This happens when the
integral:

I ¼
Z 1

�1
jf ðtÞjdt ðA1:9Þ

converges as e�ixt has unit magnitude (Husch and Stearns 1990). If f(t) does not
decrease significantly with increasing t, the integral of Eq. (3.123) does not exist,
then it becomes necessary to use different techniques to overcome this situation.

In this context, the Laplace transform can be seen as a modification of the
Fourier transform, to enable processing of a function f(t) that does not disappear
with increasing time dependent variable, t.

If the Fourier integral, Eq. (3.123), does not converge to a specific f (t), the
integration can be carried out by multiplying it with a decreasing exponential
function e�d tj j with d > 0 so that the product f ðtÞe�d tj j will decrease to zero, with
increasing t. Also, physical problems begin to occur at t = 0, and the t signal module
can be removed. The Fourier transform becomes:

Fðdþ ixÞ ¼
Z 1

0
f ðtÞe�ðdþ ixÞtdt ðA1:10Þ

Putting the complex independent variable, (d + ix), in Eq. (A1.10) as s, the
Laplace transform becomes:

FðsÞ ¼
Z þ1

0
f ðtÞe�stdt ðA1:11Þ

Equation (A1.11) shows that the function f(t) is represented by an infinite set of
terms est; with complex s. These terms give the sines and cosines of the Fourier
transform, as well as sines, cosines and increasing and decreasing exponentials,
depending on the damping factor d (Ventura 1985). On the other hand, if f (t) = 0
for t < 0 and if the Fourier transform F ixð Þ exists, then F ¼ ixð Þ ¼ FðsÞ for s ¼ ix
with d = 0, where d is the real part of the complex variable s. The FðsÞ transform of
f (t) is also the Fourier transform of f ðtÞe�dt, where f(t) = 0, for t < 0 (Husch and
Stearns 1990).

The inverse Laplace transform, considering d constant is:
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f ðtÞ ¼ 1
2p i

Zdþ i1

d�i1

FðsÞestds ðA1:12Þ

This transfer function concept is useful in analysing systems in which one (or
more) input to the sensor produces one (or more) output function.

Linear systems with variable order are described by linear differential equations
with constant coefficients:

An
dn

dtn
þAn�1

dn�1

dtn�1
þ . . .. . .::þA0

� �
gðtÞ ¼

Bn
dn

dtn
þBn�1

dn�1

dtn�1
þ . . .. . .::þB0

� �
f ðtÞ

ðA1:13Þ

where for each term the differential operator is in square brackets, multiplied by a
constant coefficient, and g(t) and f(t) are output and input system functions,
respectively. The Fourier transform of the two equality terms becomes (Stearns and
Husch 1990):

An ixð Þn þAn�1 ixð Þn þ . . .. . .::þA0½ �GðixÞ ¼
Bn ixð Þn þBn�1 ixð Þn þ . . .. . .::þB0½ �FðixÞ ðA1:14Þ

and the transfer function H(ix), describing the system in terms of ratios of the
output and input transforms will be given by:

HðsÞ ¼ HðixÞ ¼ GðixÞ
FðixÞ ¼

Pn
i¼0 BiðixÞiPn
i¼0 AiðixÞi

ðA1:15Þ

Laplace transforms of Eq. (A1.14) are equal to the Fourier transforms if the
initial values are assumed to be zero. This is a quick way for the analysis of
practical applications for measurement systems. For example, in Chap. 3, for the
eddy covariance method, it was noted that the empirical transfer functions relating
to the corrections applied, is multiplied by co-spectral or spectral densities relative
to flows or variances to be determined (Eqs. 3.203 and 3.204).

A1.2 General Properties of Sensors

The static response is the observed output of a given instrument for a given
stationary input. Some features included in this type of response are:

i. Sensitivity is defined as the slope of the input/output curve, which may be an
input value of the function if the curve is non-linear. It may also be defined as
the minimum variation of the input parameter that will create a detectable
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change in the output. The sensitivity error is the deviation from the ideal
slope of the sensor response curve.

ii. Sensor range corresponds to the maximum and minimum values that can be
measured. For example, a thermometer can operate in the range −40° to 60 °C,
which gives a span of 100 °C.

iii. Accuracy of a sensor is the smallest possible deviation from the most
probable or exact value of the measured quantity and refers to the degree of
reproducibility of a measurement. Thus, if a quantity is measured repeatedly,
an ideal sensor would yield the same output each time. But in effect, sensors
produce a range of output values distributed around the presumptive true
value.

iv. A sensor’s stability is its capacity to function according to the calibration
curve for a reasonable period.

v. Sensor offset error is the deviation that occurs when the output should be
zero or alternatively, the difference between the true and observed output
values, under specified conditions. The offset, such as nonlinearity, is readily
corrected for by digitalization.

vi. Linearity or nonlinearity of the calibration curve, dependent on the envi-
ronmental conditions, affects the sensitivity of the measuring equipment,
even though linearization can be done digitally. The linearity of the trans-
ducer is the degree of deviation from the true curve, measured by a sensor in
relation to a straight line.

vii. Resolution of a sensor is the lowest input variation which causes a detectable
change in the output, which can be related to the input value. The resolution
can be expressed either in relation to the percentage of the entire scale or in
absolute terms.

viii. Sensor accuracy is the maximum difference between the true value (which
should be measured by a standard primary or a good secondary standard) and
the output value. Accuracy may be expressed as a percentage of full scale, or
in absolute terms.

ix. Hysteresis is due to different sensor output depending on the input value be
achieved by an increase or decrease of the measured quantity.

x. Sensor threshold is the lowest measurable quantity above zero and is usually
the result of friction in mechanical devices, for example, in the case of
anemometers cups.

xi. Repeatability is the degree of closeness between consecutive output mea-
surements for a given input value under identical operating conditions.
Generally, this feature is quantified as a percentage of non-repeatability in the
measurement range.

xii. Measurement errors are either systematic or random. With systematic errors,
the error does not change between successive measurements. With random
errors, the errors vary between successive measurements, for example, due to
electronic noise, temperature fluctuation, operational error, environmental
disturbances, etc.
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An error is a difference between the measured value and its true value, expressed
in relative or absolute terms. The total error in measurement is a combination of
errors such as errors due to an improper exposure, exposure to a contaminant
influence (e.g. a temperature sensor exposed to a radiative source), electronic noise,
uncertainty or fluctuation in calibration or improper protrusion of the device in the
environment or signal loss during the transmission process.

When checking the magnitude of a combination of errors, dependence or
independence of errors should be considered. In the case of independence, the
square root of the sum of squares of individual errors must be less than the sum of
the absolute values of the individual errors (Shaw 1995).

A1.3 Temperature Measurements

Environmental temperature is a fundamental variable for the study of environmental
physical processes in the constant flux layer, insofar that as aforementioned
temperature profiles are essential factors for the dynamics of atmospheric processes.
The physical fundamentals underlying temperature measurement are based on
electric, expansion or thermodynamic principles. Temperature is an intensive
property common to all points of a microsystem and delivering a sensation of heat
or cold located in its boundaries. The temperature measurement is common in
everyday procedures such as meteorological previsions, control, and regulation in
rooms and apartments, healthcare amongst many other practical situations. The
principles of measuring air temperature and sensible heat fluxes by sonic
anemometry were presented in Chap. 3.

Thermometers are very common instruments for measuring temperatures of
microsystems, by recording e.g. the variation of volume of a gas or liquid with
temperature. The air temperature measured by a thermometer is the result of its
energy budget determined by the heat exchanges between the environment and the
device through the processes of radiation, convection, and conduction. The usual
rational is the use of a substance with a property which changes with temperature in
a regular way. This process can be evaluated through a linear relationship such as:

tðxÞ ¼ axþ b ðA1:16Þ
where t is the temperature of the used substance with the property x varying with
that temperature. The constants a and b are dependent on the used substance and
can be calculated specifying two points in the temperature scale. Thermometers of
alcohol and mercury are based on this principle. As air temperature increases the
liquid swells and the dilatation is recorded in a small tube connected with the liquid
reservoir. For thermographs, the liquid reservoirs are connected to mechanical
devices for data recording which allow the continuous recording of temperature
evolution. The bimetallic thermometers operative principle is based on the fact the
distinct metals show different expansion coefficients. Two strips of distinct metals
are joined and as they are heated or cooled the differential expansion causes a
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bending of the strip, which allows quantifying the temperature. The bimetallic
thermometers may be incorporated in thermostats wherein the bending metallic
strip activates a mechanism for environmental temperature control. The classical
mercury thermometers and bimetal thermometers have been replaced by
transducers with electrical measurement principles.

The electronic thermometers are the most used devices for temperature
measurements in environmental applications (Fig. A1.6).

The electronic transducers of temperature measurement must be of dimensions
and geometrical forms compatible with any type of utilization allowing for digital
or analogue outputs, which may be saved or processed in an expedite way. Four
main types of electronic sensors are thermocouples, thermistors, diodes, and
platinum resistance thermometers (PRT).

Thermocouples are common sensors based the Seeback effect that which if two
metals are connected to establish an electric circuit and if the two junctions are at
two distinct temperature, an electromotive force (emf) will be generated (DV) which
is proportional to temperature difference (DT) so that (e.g, Oke 1992):

DV ¼ a1DT þ a2DT
2 ðA1:17Þ

In real conditions, under the temperature ranges prevailing in the surface layer,
the second term on the right side can be cancelled. The sensitivity of thermocouples,
evaluated through the constant a1 , is dependent on the metals used. For the
thermocouples of combination of copper and constantan (Fig. A1.7), which can be
used at temperatures ranging between −200 and 350 °C, sensitivity ranges between
40 and 60 lV °C−1.

For the thermocouples using platinum and rhodium, usable at temperatures
ranging between 0 and 1600 °C the sensitivity is lower of around 10 lV °C−1.
Thermocouples of iron and constantan can be used at temperatures ranging between
−40 750 °C with a sensitivity of 55 lV °C−1.

Fig. A1.6 Example of an
electronic thermometer
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The commonest thermocouples are based on chromel (90% of nickel plus 10%
of chromium) and alumel (95% of nickel plus 2% of manganese plus 2% of
aluminium and 1% of silica), being used in a large scope of objectives with a
sensitivity of 41 lV °C−1 and applied under a range of temperatures between −200
1300 °C.

Thermocouples are robust and cheap sensors, of easy use and manufacturing,
and not needing of external electric power for the measurements, because they
produce a voltage by themselves. Usually, thermocouples don’t require internal
calibration, except for very precise work, and deliver an output voltage which has a
very stable linear variation with temperature.

For obtaining absolute temperature, one of the junctions must be referenced to
equilibrium with known constant temperature, e.g. ice. For example, if for a
thermocouple copper-constantan, with a sensitivity of 40 lV °C−1, the reference
junction is at 0 °C for measurement of 1000 lV the junction temperature will be of
0 °C + 1000/45 � 22 °C. Thus, for the temperature measurement with a
thermocouple, using Eq. A1.16, it is necessary to know the value of a1 constant and
measure DV with a device e.g. voltmeter.

The low values of DV signals, around 10−3 and 10−6, require equipment of high
quality for data acquisition. The problem can be simplified by connecting the
number of the junction is series forming a so-called thermopile, so that the outputs
can be summed. Thermopiles can be used in applications wherein the differences in
air temperature, through differential measurements, are more relevant than the
absolute values. This is the case e.g. in the quantification of vertical fluxes of
sensible heat via flux-gradient methodologies.

The modern data acquisition devices measure the temperature of the connection
between thermocouples and thermistors or PRT and add this temperature by digital
or analogue means to the temperature reported from voltage measurements.

Fig. A1.7 Thermocouple
copper-constantan connected
to a data acquisition system
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The main errors for temperature measurements with thermocouples are due
conditions of turbulence and radiation, being indeed much greater, ranging between
401 K and 0.05 K, than the most recent electrical measurement techniques (−0.001
K) (e.g., Foken 2017).

The radiation error is due to additional heating by the absorption of radiation by
the sensor and is a function of the radiation balance at the sensor surface, and of the
heat transfer properties. The principles of heat transfer through conduction, forced
convection and radiation, presented in Chap. 6, are therefore involved. Radiation
errors are minimal for very thin thermocouples. For thin platinum wires, under
forced convection and incident solar radiation of 800 Wm−2, radiation errors of
below 0.1 K are possible for wire diameters lower than 20 lm. The sensitivity
drastically improves, to values below 0.05 K, for increasing wind velocities in the
range between 1 ms−1 and 10 ms−1 (Foken 2017).

Thermistors are sensors whose electric resistance changes with temperature.
Their resistance can be determined for a range of temperatures for calibration and
operative temperature measurement. The curve of variation of resistance, although
nonlinear can be written as follows:

lnðRÞ ¼ aþ b
T

ðA1:18Þ

with a and b being constant for each thermistor and T the air temperature in K.
Thermistors are manufactured from sintered semiconductors usually ceramic with

manganese, nickel, copper, iron, cobalt, and uranium oxides. In data acquisition
devices, thermistors are connected to a source of electric voltage in series, with the
voltage drop in the internal resistance in the internal resistance used to determine
temperature. Thermistors show an advantage in delivering a high electrical output,
by temperature units, thus more easily quantifiable. Among the disadvantages, are
the fact that these sensors are more expensive than thermocouples, and require
more calibration.

The voltage drops through a junction PN of a semiconductor diode under
constant electric current, is linear dependent on the junction temperature, in specific
temperature ranges. The diode can be therefore used as a thermometer if inserted in
a proper integrated circuit.

The thermometers of platinum resistance (PRT) are very precise instruments.
The electric resistance of platinum increases by around 0.4% °C−1 and thus these
devices can be inserted in an electric circuit with the changes in voltage indicative
of temperature changes. Although the electrical outputs of PRT are much smaller
than that from thermistors, the former has the advantage of keeping the calibration
active for a longer period and being so potentially used as patterns or in applications
with high precision requirements (Campbell 1997; Fritchen and Gay 1979). The use
of physical white shelters for temperature measurements aims to minimize the
heterogenous environmental conditions associated with radiation and airflow.
Those conditions delivered changes in the energy budget of sensor surfaces linked
with microvariations of heat transfer. The insulation against short wavelength
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radiation is guaranteed by the reflection of the white colour of the shelter surface
which is usually doubled. Inconvenient convection exchanges between
environment and sensor device are controlled e.g. by forced ventilation or by
minimization of sensor dimension.

The several types of equipment for temperature measurement have different
kinds of performance. A thermocouple, for instance, with a very small junction will
detect very fast fluctuations of temperature. Alternatively, thermometers with higher
dimension will allow an expedite evaluation of average temperatures and simplified
outputs which are easier to process. In many situations temperature differences in
air are more relevant than the absolute values (Oke 1992) e.g. for applications of
aerodynamic methods. As aforementioned data acquisition of temperature
differences of about 0.01 is easily achievable by differential measurements
ascribing a fixe level of measurements to an absolute temperature threshold.

The measurements of soil temperature are also subjected to errors, mainly due to
the heat conduction between soil and wires and cables of temperature sensors. Soil
temperature change at a slower rate than air temperatures and heat conduction
prevail, since radiative and convective exchanges are minimal in soil. Sensors used
in measurements in air temperature are overall applied for soil temperature
measurements (e.g., Oke 1992). Special attention should be paid to changes in soil
structure when installing the instruments. Ideally, the installation should be
horizontal, from a pit excavated at an intended deepness, so that longitudinal
conduction and soil moisture flow as well are minimized.

Measurements of surface temperatures (e.g., leaves) can be carried out with very
thin thermocouples, although in practice the design of a representative temperature
sampling can be a very complext ask. The use of a radiation thermometer is an
expedite methodology for surface temperature measurements. This kind of device is
based on the measurement of longwave radiation, ranging between 8 lm–14 lm,
emitted by the surfaces and detected in its hemispherical view. The radiation detected
by the device is composed by longwave radiation emitted from the surface and
downward solar radiation which is reflected from the ground. The reflected
component can be neglected and only considered the emitted longwave radiation
component as follows:

T0 � Tk ¼ ðL " =rÞ1=4 ðA1:19Þ
where To is the real surface temperature, Tk is the measured radiative temperature,
L" the longwave radiation emitted by surface and detected by the instrument and r
the Steffan-Boltzman constant. This methodology has the advantages of avoiding
the intrusive contact with the surface and of resulting from an integration of the
view area.

The measurement of heat flux in the soil is carried out with a flux plate which is
basically a thermopile connected with a fine plaque whose material has a known
thermal conductivity. The thermopile records the temperature difference between
the two plaque surfaces followed by the application of Fourier Law (Chap. 6) for
calculation of soil heat flux. The measurement of soil heat conductivity can also be
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carried out under Fourier Law principles, by insertion of a soil sample in a heated
connected probe subjected to electric heating with the transversal temperature
gradient measured with a set of thermocouples.

A temperature sensor provides a response to temperature change which is an
exponential time function. If a thermometer at a temperature Ti is immersed in an
environment with a temperature Tf, under a step variation, the time variation of
measured temperature will be a first-order response system, like:

T ¼ Tf þ Ti � Tf
� �

expð�t=sÞ ðA1:20Þ
where T is the thermometer temperature, t is the time instant and s the time constant
defined here as the time necessary for the measured temperature changes 63%,
comparatively with the initial temperature. This time constant is dependent on the
calorific capacity of the sensor and of the heat transfer rate. Response time wherein
the thermometer at a given initial temperature measures the temperature of the
adjacent environment can be estimated through Eq. A1.20. For example, if the
calorific capacity is high, considering sensors of higher dimensions, the time
constant is high and the rate of response adaption to environmental temperature
variation is low. The time constant allows also to estimate the attenuation and
phasing of temperature fluctuations e.g. through a sine function. If the temperature,
T, fluctuations are sinusoidal with amplitude A and frequency w the temperature
measured will be given by:

T ¼ Tmes þ Asinðwt � /Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þw2s2

p ðA1:21Þ

where Tmes is the average temperature measured by the thermometer and / is the
phase angle given by:

/ ¼ tan�1ðwsÞ ðA1:22Þ
Equation (A1.21) show that although the average measured temperature is the

correct average environmental temperature, the measured values are affected by an
error dependent of the time constant and frequency of environmental temperature
oscillations, increasing with both.

A1.4 Measurement of Radiative Fluxes

The radiation measurement sensors are based on the principle of heating and
temperature increase of the receiving surface, caused by radiation (Foken 2017).
For absolute measurement sensors, used for calibration, the temperature is
measured directly on a dark radiation-receiving surface from radiation irradiated
from the sun without any filters. Selective measurement of direct sun radiation
allows neglecting longwave radiation.
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The radiation measuring devices, globally called radiometers, are generally
based on the measurement of the differential heating of an instrument surface
exposed to radiation, compared to the part of the instrument that is not exposed
(Paw 1995). Another option is based on the temperature difference between two
irradiated surfaces, one black and the other white (Foken 2017).

The use of thermopiles by multijunction of thermocouples in series or parallel, in
several types of radiometers (pyranometers, pyrradiometers, etc.) is a possibility of
transduction or conversion of the radiative flow, in a thermal response and hence in a
voltage signal suitable for readable electronics (Oke 1992). The receiving surface of the
thermopile is usually coated with a glass, quartz, or polyethylene coating, which works
as a protective agent against atmospheric conditions, as spectralfilters for the separation
of long and short wavelength radiation and as a means of normalizing the transfer of
convective heat to the surface of the thermopile, to minimize the effects of wind speed
on the energy balance of the instrument. Quartz coverings are only permeable to
short-wavelength radiation in the range between 0.3 and 3 lm. Special polyethylene
covers (Lupolen) are used for measurements of short and long wavelength radiation
(ranges between 0.29 and 100 lm) and silicon covers are used for measurements in the
ranges of long wavelengths (between 4 and 100 lm) (Foken 2017).

Radiometers can also be used to measure radiation incident hemispheric
radiation at very narrow angles. Radiometers can measure the period in which direct
sunlight occurs, for example by differential reading, between a photocell exposed to
direct and diffuse solar radiation and another exposed to diffuse solar radiation.
When the differences between the readings are significant, a switch is activated that
closes a circuit, indicating the presence of direct solar radiation (Paw 1995).
Radiometers, which operate according to the heating principle, are based on short
and long-wavelength radiation energy balances to which they are subjected (Paw
1995). Basically, the energy balance of the sensor surface, Ri, is:

Ri � e r T4
s ¼ hcðTs � TaÞþ kðTs � TestÞ ðA1:23Þ

where Ts is the sensor temperature, Ta the air temperature, hc the convective heat
transfer coefficient, r the Stefan-Boltzmann constant, e the emissivity of the
surface, k the thermal conductivity and Test the body temperature of the device. If
the sensor has two exposed zones (as in the case of the net radiometer) or two zones
on the same surface, with different absorbances, then the energy balance of the
Eq. (A1.23) is modified, to obtain the differential temperature of the two different
surfaces or zones.

Pyranometers, (Fig. A1.8) measure the total radiation of short wavelength
incident on a surface. Pyranometers are devices used to measure solar radiation of
short wavelength, incident on a horizontal surface. The respective thermopile is
covered by double glass coatings, whose radiative properties are such that, as
mentioned above, they only allow the passage of radiation from the range 0.3–3
lm, to the incidence surface.

The incidence surface may be painted with black paint for increasing
absorbance. Half of the thermal junctions are connected to small bands whose
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Fig. A1.8 Pyranometer for
measurement of PAR radia-
tion (400–700 nm)

temperatures fluctuate rapidly according to the variation of incident solar radiation.
The other half is connected to the sensor structure, whose temperature varies
slowly. The difference between the potentials of the two groups of junctions is
related to the reception of short wavelength radiation.

Another possible design of pyranometers is based on alternating contact with
black and white painted surfaces (Oke 1992). An inverted pyranometer samples the
short-length radiation reflected from the soil surface, thus allowing the surface
albedo to be obtained. A pyrradiometer or solarimeter, measures the incident solar
radiation, in the hemispheric volume contiguous to the flat surface.

A pyranometer can be transformed into a device for measuring diffuse radiation,
by including a ring to induce a shadow on the incident surface by permanent
interposition to direct solar radiation. The device will now measure diffuse solar
radiation after correcting the diffuse radiation flux intercepted by the ring. Under
these conditions, direct solar radiation can be obtained by the difference between
total solar radiation, obtained with another instrument without shadow, and diffuse
solar radiation. Direct solar radiation can also be measured directly using
pyrheliometers focused on the solar disk and measuring solar radiation on a
surface perpendicular to the radiative beam (Oke 1992). This value must be
multiplied by the cosine of the zenith angle for conversion to the direct solar
radiation incident on a horizontal surface (cosine law in Chap. 6). In vegetation
canopies, where radiative fluxes vary in space, radiation sampling can be optimized
by sensor movement systems (Oke 1992).

The net pyrradiometers (also called net-radiometers) (Fig. A1.9) are the
instruments used to measure the balance of total radiation of short and long
wavelengths. Its radiation-receiving surface is a dark-flat plate, across which there
is a thermopile with two sets of joints connected to the upper and lower surfaces.
With the plate aligned in parallel to the surface, the output of the thermopile is
related to the temperature difference between the two surfaces, and, in turn, the
latter is proportional to the difference between the incident radiation and the
radiation reflected by the soil surface at all wavelengths. Convective exchanges,
between both surfaces and the environment, also contribute to the observed
temperature differences.
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To cancel the effects of wind differences on the two surfaces, the radiation
receiving plate is ventilated at a constant air speed, with a protection of a
hemispheric polyethylene shield transparent at wavelengths between 0.3 and 100
lm. Ventilation allows a cancellation of the effects of the differencies of airflow
velocity in convected heat exchange between the upper and lower surfaces of the
instrument. Ventilation also avoid dew formation in the hemispherical cover which
is also protected with a hemispherical polyethylene cover. It is also necessary to
remove dust or particles outside the protective cover, as they absorb radiation,
reducing the transparency of the polyethylene covers. This type of apparatus is not
reliable for measurements in rainy conditions (Oke 1992).

A net-pyrradiometer can be adapted to estimate the radiative balance of long
wavelengths. At night, these devices measure the long-wavelength radiative balance
becoming a net-pyrgeometer. By day, if the short-wavelength solar radiation
balance is obtained from a pyranometer, the long-wavelength radiation balance can
be obtained by difference.

Pyrgeometers are radiometers that measure the balance of long-wavelength
radiation on a surface (e.g., Paw 1995; Oke 1992; Foken 2017). Pyrgeometers have
a silicon coating, due to the transmissivity only of radiation with wavelengths
between 4 and 100 lm. The discrimination of incident radiation of long
wavelength, in relation to the radiation emitted by the detector, is achieved
through an electronic compensation circuit (Oke 1992).

Other pyranometers have been developed using silicon photocells, which are
sensitive to photons, with wavelengths in the range of 0.4 lm to 1.1 lm. Silicon
photocells, due to their stability and characteristics of the PN junction, are suitable
for measurements of solar radiation in the visible range.

Photovoltaic sensors produce a voltage or current, which is a function of the
incident radiation flow. Longer wavelengths do not have enough energy to establish

Fig. A1.9 Net-radiometers
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electron transport in the photocell. The photovoltaic effect is proportional to the
number of photons absorbed by the photocell (Paw 1985). Diffusion plates or disks
are added to the photovoltaic device so that it is sensitive to desirable radiation
ranges (e.g., visible). This type of pyranometer shows substantial errors in cloudy
sky conditions, due to calibration needs (Paw 1985; Campbell 1997). A parallel
resistance, (shunt) can be integrated into the sensor structure, for the purpose of
optimizing its linear response to the incident radiation regardless of its temperature.

In the past 10–15 years, significant progress has been made on the accuracy of
radiation sensors. This progress was based on the classification of sensors by the
World Meteorological Organization (WMO), standard indicators of error limits
(Foken 2017), as well as the publication of the Basic Surface Radiation Network
(BSRN) manual with a quality control code for these instruments. In Table A1.1,
precision values of different radiation measurement instruments are indicated
according to the OMM standards. Table A1.2 shows the quality requirements for
pyranometers.

A1.5 Measurement of Relative Humidity

The measurement of atmospheric humidity is another major objective of
environmental physics study, with a wide variety of sensors, with different
operating principles. Measurement principles are based, for example, on changes in
the electrical properties of materials, changes in the physical dimensions of

Table A1.1 Accuracy of radiation measuring instruments (Ohmura et al. 1998)

Parameter Device Accuracy in
1990

Accuracy in
1990

Global solar radiation Pyranometer 15 5

Diffuse radiation Pyranometer with
shadow ring

10 5

Long wavelength descending
radiation

Pyrgeometer 30 10

Table A1.2 Precision of radiation measurement instruments (ISSO 1990: WMO 2008)

Property Secondary standard First class Second class

Time constant <15 s <30 s <60 s

offset ±10 Wm−2 ±15 Wm−2 ±40 Wm−2

Resolution ±1 Wm−2 ±5 Wm−2 ±10 Wm−2

Long term stability ±1% ±2% ±5%

Non-linearity ±0,5% ±2% ±5%

Spectral sensitivity ±2% ±5% ±10%

Temperature response ±1% ±2% ±5%
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substances due to moisture absorption, cooling of wet surfaces by evaporation,
absorption of radiation by water or when measuring the temperature of a surface
when dew forms on it. The principles of measuring atmospheric humidity, for the
application of the turbulent covariance method, based on the use of infrared
analyzers and detectors for analyzing the absorption of radiation by water vapor,
were developed in Chap. 3.

Hair hygrometers are based on the principle that moisture causes changes in the
length of human hair strands. Human hair varies by about 2.5% in length, when the
relative humidity ranges from 0% to 100%. Changes in the dimensions of human
hair and other materials are magnified mechanically and transmitted in digital or
analog terms. Air length also varies with temperature and fatigue, so calibration is
critical with this type of equipment. The time constant for this type of hygrometer is
high, in the order of tens of minutes (Campbell 1997).

Methods based on psychrometric relationships are very common. These
methods, consisting of the use of psychrometers are fundamentally based on the
evaporative cooling of a water surface and measurement of the consequent lowering
of temperature, from which the humidity is calculated. In this context, the aspiration
ventilated psychrometer is based on the temperature measurements of the dry and
wet bulb thermometers. The temperature of the humid bulb thermometer, in
conditions of non-saturated air, will always be lower than that of the dry
thermometer and by assuring adequate conditions of ventilation and radiation
shielding, the calculation of partial pressure of water vapor and other moisture
properties, according to the principles mentioned in Annex A2.

For high accuracy demanding operations, such as comparison experiments and
calibrations, dew point and frost point hygrometers are commonly used. Dew point
hygrometers are expensive devices based on the water condensation on a mirrored
surface for direct measurement of the dew point temperature.

The condensation hygrometers use a thermoelectric cooling system to cool the
surface until condensation occurs. A radiative beam, reflected from the mirrored
surface to a photocell, is indicative of the beginning of the condensation process.
The photocell re-emits the signal to the controller of the surface cooling process, so
that the mirrored surface remains at the dew point temperature (Campbell 1997). In
meteorological networks, capacitive sensors are widely used. Hair hygrometers are
still used for temperatures below 0° to which other psychrometers do not have
enough precision (Foken 2017).

Another very common category of humidity sensors is electrical sensors. These
instruments are based on absorption principles, through a volume of material or
surface adsorption, which causes variations in electrical properties such as electrical
resistance or capacity (Fig. A1.10). The resistance units can be coated with
materials such as lithium chloride or aluminum oxide. The capacitive units have a
polymer coating with a mesh, which measures the change in electrical capacity,
with the adsorption or desorption of water, and are also radiation-shielded. The
measurement of variations in resistance or capacity of these sensors, in general,
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requires a high-frequency excitation in alternating current (Campbell 1997) which
can be provided by modern data acquisition devices.

The time constant of temperature and moisture sensors is given in Table A1.3
(Foken 2017).

A1.6 Air Speed Measurement

Air velocity profiles are, mentioned in Chaps. 2 and 3, crucial for the processes of
heat transfer by convection and for the development of heat and mass flows in
environmental systems. Anemometers are the instruments that are used to measure
air velocity, with different types of anemometers, such as cup anemometers
(Fig. A1.11), helical anemometers, hot wire anemometers, anemometers of
dynamic pressure and, for the application of the turbulent covariance method, the

Fig. A1.10 Capacitive sensor
for measurement of air rela-
tive humidity and with a
radiation shield in installation

Table A1.3 Time constant of temperature and humidity measurement systems

Sensor Time constant (seconds)

Sonic thermometer <0.01

Optical humidity measurement system <0.01

Thermocouples <0.01

Thermistors 0.1–1

Resistance thermometers 10–30

Liquid in glass-thermometers 80–150
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sonic anemometers used mainly for analyzing turbulence structure instead of
average winds.

The functioning of the latter has already been analyzed in Chap. 3. Cup
anemometers are possibly the most usual for measuring the average horizontal
speed (Campbell 1997). The most common versions are based on sets of three
lightweight cups, which are mounted on shafts with low friction connections. The
wind causes the horizontal rotation of the axis that supports the cups. This rotation
can be used to generate discrete voltage pulses or to provide a continuous voltage
signal. The rotation speed of cup anemometers, under ideal operating conditions, is
linearly related to the wind speed. The friction at the junctions of the instrument
induces inertia that stops the rotation of the shaft, at average speeds of the order
0.2–0.3 ms−1, in anticipation of the cancellation of the air velocity (Oke 1992).

The response of the anemometer is measured in terms of distance constant,
rather than the time constant (Foken 2008). The distance constant, on the order of 1
m to 2 m, is a measure of the inertia of the cup anemometer. This constant is equal
to the wind travel distance downstream of the instrument, necessary for the
measured speed value to be within a maximum range of 37%, relative to the
airspeed, when there is a step variation of the speed of the ambient air. It can be
measured by inserting the immobile cup anemometer in a wind tunnel at a constant
speed, (situation representing the step function), with a temporal record of the
increase in the speed of the cups. Under these conditions, the distance constant is
equal to the product of the period necessary for the cups to reach 63% of their final
speed, by the constant airspeed (Campbell 1997).

Propeller anemometers can be used to measure the horizontal air velocity if the
device is continuously oriented by a pinwheel in the direction of the prevailing
winds. These anemometers are configured in sets of three propellers to obtain
measurements of the three wind speed components. Hotwire anemometers are
based on an operational device which is a heated wire or a junction, the temperature
of which will be influenced by heat exchanges by convection, thus enabling the
calculation of wind speed (Oke 1992). These instruments are more useful in

Fig. A1.11 Cup anemometer
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confined spaces where cups or propellers cannot rotate, such as within crop canopy.
These devices are more suitable for measuring the total air velocity than their
components.

Wind direction sensors (pinwheels) are second-order sensors, coupled with air
velocity measuring devices, capable of detecting variations in wind direction, at
speeds of the order of 0.6 ms−1, with a precision of ± 2º. Modern dataloggers for
data acquisition, already allow the necessary connections with sensors with complex
electronic circuitry.

A1.7 Precipitation Measurement

Precipitation is another important micrometeorological variable, necessary for
accounting for water inputs and comparison with evapotranspiration. Its
measurement is performed with buckets (Fig. A1.12), with water collection areas
ranging from 200 cm2 to 500 cm2 (Foken 2017). A possible operating option is the
filling and emptying of the bucket, a rain gauge, and the consequent generation of
electrical impulses, which are counted by an appropriate data acquisition device.

A1.8 Data Acquisition Devices

Many sensors are designed for spot and real-time measurements of physical
quantities, and the readings of these measures are adapted to the intended purposes.
A multimeter is a particular case of an independent reader, prepared to measure
only electrical quantities. Independent readings of quantities such as air temperature
and humidity or soil respiration are portable solutions in which the measurement
processes, signal conversion, possible memory storage with the indication of the
measurement time, and reading are integrated, for possible real-time usage. The

Fig. A1.12 Precipitation measuring device
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registered information can be viewed either on the reader itself or transmitted to a
computer through specific computer links and packages.

The data acquisition equipment (dataloggers) (Fig. A1.13) are complementary
equipment to the measurement sensors, configured to allow digitization on a data
acquisition board and storage in internal memory, for later reading on a computer
reading software. These devices also allow computer programming of measurement
rates in predetermined periods of time.

The data acquisition devices allow the processing of all types of electrical signals,
such as voltage, current intensity, resistance, pulse count and frequency reading. The
reading ranges are the most diverse, depending on the needs of the sensors, and the
power supply can be guaranteed by batteries with solar panels in the field or by
alternating current. These devices allow reading electrical voltage signals in
differential or absolute mode, which are thereafter subjected to processing operations
such as amplification, linearization, digitization or storage. The processed
information can be sent remotely, or be transfered to a computer. The data
acquisition devices also allow the electrical supply of the sensors or the emission of
excitation pulses, necessary for their operation (e.g., wind direction sensor).

The equipment for application to the turbulent covariance method (Chap. 3) has
its own memory systems for digitization and data storage for post-processing of
information. These processes are regulated using specific software for each system.

Fig. A1.13 Data acquisition equipment
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Annex A2: Basic Topics on Laws of Motion
and Evaporation

Abstract
Annex A2 showed topics on laws of movement and evaporation physics intended to
guide the reader on embedding in matters presented in the book. Momentum and
mass conservation under discrete and infinitesimal approaches, Bernoulli equation
and fluid pressure and velocity, buoyancy, boundary layer flows with stagnation
points and wake drag around circle sections, streamlined or bluff bodies include the
issues discussed. Further analysis is performed on dynamics of evaporation
involving concepts such as dry, wet or dew point temperatures, relative and
absolute humidity, or interpretation of psychometric charts.

A2.1 Newton’s Laws

An elementary approach to the physical principles of Newtonian mechanics, valid
both for the movement of bodies and of fluid particles, is useful for understanding
common phenomena in environmental physics, such as the atmospheric processes
inherent to the vertical flows of mass and energy in the atmospheric boundary layer.
The principles of classical mechanics, based on Newton’s three laws, are quite
acceptable for the normal ranges of velocity and distance despite the most recent
and correct approach to Einstein’s theory of relativity.

Newton’s First Law of motion is as follows: the whole body remains in a state of
rest or uniform rectilinear motion unless it is compelled to change that state by
external forces applied to it. The tendency of a body to maintain its state of rest or
uniform rectilinear movement translates the principle of inertia, so Newton’s First
Law is called the Law of Inertia.

Newton’s First Law is only valid in the so-called inertial reference points. In
practical terms, fixed Earth references are considered as inertial references. Strictly
speaking, the Earth’s rotational and translational movements have small
accelerations (3,4*10−2ms−2 and 0,6*10−2ms−2, respectively) whose effect is
negligible in short duration movements, and hence Earth can be considered a
reference of inertia. Any inertial reference that moves at a constant speed relative to
an inertial reference (e.g. a car or an airplane) is also considered as an inertial
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reference. The reference systems where the Law of Inertia is not valid are referred
to as non-inertial references. An example is that of a speeding car in which a body
in its interior such as a cup on a tray, at rest while the car kept constant speed,
shifted because of the increase of speed without any force exerting on the car cup
(Giancoli 2000).

The concept of relative velocity concerning the motion velocity experienced by
the observer, is dependent on his reference frame. The frame usually considered is
the earth’s ground. If the observer is moving, the relative motion of the observer
relative to a given object will be given by the difference between the velocities of
the observer relative to the object and of the object relative to the reference frame.

From common experience, we know that a moving body tends to stop, because
of the retarding effect of surface friction, even when there is apparently no force
inducing such a result. On the other hand, a body that is supported and dropped in
free fall moves with increasing speed, due to the force of gravity, even in the
absence of any known force that induces such movement. Such phenomena can be
explained by the introduction into the balance of external forces of more subtle
forces whose existence is not obvious, such as surface friction, gravity, or air
resistance. The Law of Inertia applicable as referred to in inertial frames is only
strictly valid in an ideal imaginary world without any forces, (e.g., Asimov 1993)
even those as indicated, e.g., friction forces, not directly obvious.

The force is a vector quantity and if the addition of the force vectors defining their
balance is non-zero then the body starts moving at variable speed in the direction of
the resulting force. If this result is null, by Newton’s First Law, the body or particle
remains in rest or in motion condition with uniform velocity. In the real world, there
are always acting forces, at least the force of gravity, and a given body,
e.g. a particle, can remain at rest, if the vector sum of the applied forces is null.

Newton’s First Law explains the concept of force, but it is not enough to
quantify it. For this, Newton introduced the notion of mass to quantify the amount
of inertia possessed by the body in question. A larger mass body has more inertia
than a smaller mass body. In this context, Newton’s Second Law states that the
acceleration of a body is equal to the ratio of the balance of forces acting on it and
its mass, or rate of change of movement. The direction of movement is in the
direction of the resultant of forces.

Newton’s Second Law can therefore be written as:

a ¼
P

F

m
)

X
F ¼ ma ðA2:1Þ

The concepts of mass and weight, although distinct, are sometimes confused in
practice in the sense that it can be said that a heavy body has a large mass and vice
versa.
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The weight of a body represents the force (gravitational) with which the body is
attracted to the surface (by the Earth). Mass is a property of the body, its quantity of
matter, quantifying its inertia. In the International System units, the mass is
expressed in kg and force is expressed in Newtons. The unit of force, Newton, is
defined as the force required for causing an acceleration of 1 ms−1 to a body with a
mass of 1 kg.

If we consider in Eq. (A2.1) a body subjected to a zero balance of forces, one can
deduce that the acceleration is null, which translates Newton’s First Law of Motion.
Newton’s First Law may thus be considered as a particular case of the second.
Newton’s Second Law quantifies the effect of force systems in motion. The next
question concerns the provenance of a force. In fact, the existence of one force
implies its application by one body against another body. A charging animal pulls a
sleigh, a hammer nails a nail, a magnetic body attracts a metal clip, or in the
biosphere, a gust of wind causes a ripple of the vegetable coverings. Strictly
speaking, the force application of a body or system of fluid particles is not
unilateral. In the case of the hammer, it is evident that the hammer exerts a force on
the nail, but also the nail exerts a counterforce on the hammer, as the hammer speed
cancels out because of the contact with the nail. By Newton’s Second Law this
hammer braking effect can only be caused by an enough force emitted by the nail.

Newton thus considered that the two bodies should be treated equally,
formulating his Third Law of Motion: whenever one body exerts a force on
another body, the second body exerts a force, on the former body, which is equal
and opposite to the first force.

Newton’s Third Law can be enunciated according to the principle of
action-reaction: each force of action always corresponds to an equal and opposite
force of reaction. The fundamental assumption is that the forces of action and
reaction are acting on different bodies. Newton’s Third Law explains processes
such as that of the movement of a person on the ground in which their movement is
initiated by the force exerted by the foot on the ground and the ground exerts an
opposite reaction force with opposite sign (friction) on the person, which causes the
movement. In fact, a person could not move on ice without friction. Likewise, a
bird flies because of the force of reaction of the air on its wings, equal and of
opposite signal of the force exerted by the bird on the air. Another example is the
movement of an automobile. The automobile motor causes rotation of the wheels
and the car’s displacement is caused by the friction of the ground in the tires, being
the reaction force in opposition to the force of action of the tires in the ground.

The normal tendency is to associate forces with active bodies such as people,
animals, motors or a hammer-like moving object, and it is more difficult to imagine
how an inanimate object at rest like a wall, a desk, or the ground can exert the same
forces. The explanation lies in the occurrence of forces less apparent such as the
elasticity of solid materials, existing in a greater or lesser degree, the superficial
friction, or the impulsion of fluids.

The Third Law of Motion may lead to the following misconception: if the two
forces are equal although of opposite signs, then they cancel each other, and no
acceleration of the bodies occurs. In fact, two equal forces of opposite signs cancel
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each other out when applied to the same body. For example, if two equal forces of
opposite directions were applied to the same rock, there would never be any
movement of the rock, regardless of the force applied: the forces could cause
rupture or pulverization of the rock, without however displacing it, (e.g., Asimov
1993).

The Law of Interaction implies, however, the existence of two equal forces of
opposite signs, applied to two separate bodies. If a person exerts a force on a stone,
the stone exerts an equal force in opposite direction on the person. In this case,
neither force is compensated for: the rock is accelerated in the direction of the force
applied by the person, and the person is accelerated in the direction of the force of
equal magnitude applied by the rock on the person. If the launching of the stone
happens on rough ground, the friction developed between the shoes and the ground
introduces new forces to the system that prevent the person’s movement. The
acceleration is then cancelled, so the true effect of the Law of Interaction is no
longer visible. However, if the throw occurs on an icy surface without friction, we
will see the person sliding in the opposite direction to that of the throw.

By the same token, the gases formed by combustion in a rocket motor expand,
exerting a force against the respective inner walls as they exert an opposite and
equal force against the gases, expelling them. The gases are forced to a downward
acceleration and by the principle of action-reaction they exert an opposite force in
the structure of the rocket, impelling it to an ascending acceleration.

In these examples, the two bodies involved are physically separated or separable,
insofar that one of them can accelerate in one direction and the other can accelerate
in the opposite direction. If the two bodies are coupled, e.g. a horse pulling a
wagonette, all this analysis is apparently more difficult to accomplish.

According to the Law of Interaction, the sleigh will also pull the horse in the
opposite direction with equal speed, although it is visible that these two bodies do
not accelerate in opposite directions but are together safely evolving in the same
direction. If the forces connecting the horse and the wagonette were the only ones
existing, there would be no movement. The frictional force exerted by the ground
surface (exerted by the Earth) induces the progressive movement of the
horse-sleight system. On an ice surface, without any frictional force, neither the
horse nor the sleigh would progress.

In real conditions, and in the presence of frictional forces, the sleigh system
exerts a frictional force on Earth and this, in turn, causes a frictional force on the
sleight system. As a result of this interaction, the sleight system is displaced and
progresses in a certain direction, while Earth is displaced in the opposite direction.
As the planet has much more mass than the system, we only notice the movement in
progression of the system.

These concepts of various forces in interaction in a system are exemplified in
Fig. A2.1 exemplified by the effort made by a person to move a sleigh. In fact, it
can be verified by the figure that the two forces mainly responsible for the
progressive movement of the person-sleigh system are the friction force Fps exerted
by the ground on the person and the force Fpt exerted by the sleigh on the person.
When the ground exerts a force Fps on the person oriented in direction of movement
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of progress, is superior to the opposite force exerted by the sleigh on the person, Fpt
this moves forward. As for the sleigh, one may also say that it is pulled by the
person in the progressive direction of its movement when the force exerted on the
sleigh, Ftp, is higher than the frictional retardation force, Fts, exerted by the ground
on the sleigh. In the case of an absence of friction, e.g. on an ice surface, there
would be no displacement of the system (person-sleigh).

A2.2 Force of Gravity

Newton was not only the inventor of the Three Laws of the Movement that support
the study of the Body Dynamics, but also elaborated the Law of Universal
Gravitation, applied to describe one of the basic forces of nature. This law was
further extended to interpret the motion of the Moon around the Earth and the
planets in general.

The Law of Universal Gravitation can be stated as follows:
“Each particle in the Universe attracts any other particle with a force that is

proportional to the product of its masses and inversely proportional to the square of
the distance between them”. The force acts along the straight line joining the two

particles. The intensity of the gravitational force, F
!��� ��� ¼ F; can be calculated as

(e.g., Giancoli 2000):

F ¼ G
m1m2

r2
ðA2:2Þ

with m1 and m2 the mass of the two particles, r being the distance between them
and G a universal constant that is obtained by experimental measurement, and the
same for all objects and conditions. The distance r is roughly given as the distance
between the center of the bodies in question. The value of G must be necessarily

Fig. A2.1 Balance of forces in action in a system in which a person moves a sleigh (adapted from
Giancoli 2000)
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small, as the force of attraction between objects of common use, while existing, is
in practice undetectable. The value of G was obtained by Henry Cavendish in 1798,
about 100 years after Newton established Eq. (A2.2). It is currently given by 6,67 X
10−11 Nm2kg−2.

The force of gravity imposes acceleration, according to Newton’s Second Law,
of 9.8 ms−2 to bodies at the surface of Earth. This acceleration of 9.8 ms−2 is valid
for all bodies under vacuum conditions, regardless of its masses, and regardless of
air resistance to lighter bodies with large surface (e.g., feathers).

The Eq. (A2.2) also allows the calculation of the mass of the Earth, mT,
considering the gravitational force as the product between the mass m of any object,
and the acceleration of gravity, g:

F ¼ mg ¼ G
mmT

r2T
) g ¼ G

mT

r2T
ðA2:3Þ

being rT the average radius of the Earth, 6.38 � 103 km, giving to the mass of
the Earth, mT, the value of 5.98 � 1024 kg (e.g., Giancoli 2000).

The application of the product between mass and acceleration of gravity is
enough to calculate the gravitational force (weight, as abovementioned) exerted on
a body at the surface of the Earth. To calculate the force of gravity exerted on a
space body far from the planet Earth, or the gravitational force due to that body, we
can calculate the effective value of g by applying the appropriate values of r and m.
By Eq. (A2.3) the weight of 1 kg of mass on Earth will be 1 kg � 9.8 ms−2 = 9.8 N.
The same body will weigh about 1.64 N on the Moon, since its force of gravity is
approximately six times smaller.

The force of gravity is a very weak natural force. An Earth-sized body is needed
to produce a gravitational force enough to induce an acceleration of 9.8 ms−2 along
its surface. In practice, we find that relatively weak forces are enough to counteract
the force of gravity (e.g., push-ups, high jump, or mountain climbing, to name only
cases of physical exercise). For planetary bodies with large masses, compared to
Earth, the decline in gravitational force has noticeable effects. While in the case of
Earth, the gravitational force is enough to attract the gaseous atmosphere, as we
know it, in the case of Mars, a planet with about 1/10 of Earth mass, the respective
gravitational force can only attract a much less thick atmosphere. The Moon with
1/81 of Earth’s mass does not have enough gravitational force to attract any
atmosphere (e.g., Asimov 1993).

Two natural bodies at the surface of the Earth will not exert between each other a
significant and visible gravitational force since the product between their masses is
an infinitesimal fraction of the product between the mass of the Earth and the mass
of any of these objects. On the other hand, we can deduce, applying Newton’s Third
Law of gravitational interaction, that the Earth has an upward movement relative to
the descending body. For practical purposes, and given the gigantic mass of Earth,
this movement could be considered null. Eq. (A2.2) allow us to explain that the
enormous mass of Earth cancels the effects of forces of reciprocal attraction
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between bodies at its surface. That is, the Earth attracts all bodies to its surface,
without the gravitational interactions between them being noticed, since the Earth is
the only present body capable of producing a significant gravitational force to be
noticeable.

A2.3 Conservation of Linear Momentum

The concept of momentum or linear momentum is fundamental in environmental
physics. The Law of Conservation of Momentum, being strictly associated with
Newton’s Laws of Motion, is fundamental to approaching the interaction of bodies,
such as collisions

The amount of linear motion, p!; or linear momentum of a particle is defined as
the product of its mass considered constant by the velocity of the particle:

~p ¼ m~v ðA2:4Þ
and considering Newton’s Second Law in the following formula:

~f ¼ m~a ¼ m
d
!
v

dt
¼ dp

�!
dt

ðA2:5Þ

we can define Newton’s Second Law in an alternative formula: the temporal rate

of change of the momentum of a particle is equal to the balance of forces, f
!
; which

act on the particle. By Newton’s Second Law, a force acting on a body or particle at
rest induces its motion. If the force is constant, then the velocity at a given instant is
proportional to the strength of the force multiplied by the length of time during
which it is applied.

The impulse designation of a force, I, (units SI Ns−1) is attributed to the product

between the force f
!
; and the time Dt during which the force is applied.

I
!¼ f

!
Dt ðA2:6Þ

or by Newton’s Second Law:

I
!¼ m a!Dt ðA2:7Þ

and whereas the velocity variation during the time the force acts, Dv = vf −vi, is
the product of the acceleration a! by the time Dt, it will arrive to the momentum of
the force:

I
!¼ mD v!¼ D p!, I

!¼ p2 � p1 ¼ m v!2 � m v!1 ðA2:8Þ
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i.e. the impulse force on a particle is equal to the change in the momentum of the
particle from the end instant t2 and initial t1 from the actuation force.On the other
hand, from Eq. (A2.5) it follows that:

f
!
dt ¼ d

!
p , d I

!¼ d
!
p ðA2:9Þ

allowing to conclude that the infinitesimal impulse of a force is equal to the
infinitesimal variation of the linear momentum of the body that underwent this
impulse.

According to the principle of variation in the amount of motion of a particle,
according to which the impulse of a force in a body (or particle) in a finite interval
Dt, is equal to the variation of the particle’s linear moment. Generalizing, it can also
be said that in a body already in motion, the application of an impulse induces a
change in movement equal to the impulse (for example, Asimov 1993).

The linear momentum of a body is a true measure of its motion, insofar as it
reflects the principle that it depends on both the mass and velocity of the body in
question. The effort required to stop a fast body will be greater than the effort to
stop a slow body with the same mass. Likewise, the effort required to stop a heavy
body will be greater than the effort to stop a light body at the same speed.

The law of conservation of linear momentum stipulates that the total linear
momentum of an isolated system of bodies, that is, a set of bodies not subject to
external forces, remains constant. By isolated system we mean a system in which
external forces do not act (e.g., Giancoli 2000).

Let us consider a system made up of two bodies (particles) that collide with
masses m1 and m2 and with linear momentum p1 and p2 and p′1 and p′2 before and
after the collision, respectively. During the collision, assume that the instantaneous

force exerted by the body 1 in the body 2 is f
!
. Simultaneously the force exerted by

the body 2 in the body 1, by Newton’s Third Law, is � f
!
. During the collision it is

assumed that no other forces exist, or that in this case these forces are negligible.
From Eq. (A2.9), relative to Newton’s Second Law, and integrating the two
members of equality between instants t1 and t2, we obtain an equivalent equation
relative to a finite time interval:

Zt2
t1

dp
�! ¼

Zt2
t1

f
!
dt ðA2:10Þ

Applying this equation firstly to body 2, where the force � f
!

acts, we have:

Zt2
t1

dp
�! ¼ Dp ¼ p02 � p2 ¼

Zt2
t1

f
!
dt ðA2:11Þ
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and then to the body 1, under the action of the force � f
!
:

Zt2
t1

dp
�! ¼ Dp ¼ p01 � p1 ¼ �

Zt2
t1

f
!
dt ðA2:12Þ

so:

Dp1 ¼ �Dp2 ðA2:13Þ
and:

p01 � p1 ¼ � p02 � p2
� � ðA2:14Þ

or:

p1 þ p2 ¼ p01 þ p02 ðA2:15Þ
confirming the conservation of momentum before and after the collision.

This derivation of conservation of momentum can be generalized to a set of any
number of n bodies interacting:

p!¼ m1 v
!

1 þm2 v
!

2 þm3 v
!

3 þ . . .. . .þmn v
!

n ¼
X

pi ðA2:16Þ
deriving in relation to time:

dP

dt
¼

X dpi
dt

¼
X

fi ðA2:17Þ

being fi the balance of forces in the ith body. The forces in presence can be external,
exerted by bodies outside the system, and internal forces exerted by bodies,
(particles) within the system, between or among themselves. By Newton’s Third
Law, such forces occur in pairs of equal action-reaction forces and opposite signs,
canceling themselves out. Eq. (A2.17) may then be then written as:

dP

dt
¼

X
fext ðA2:18Þ

where
P

fext is indicative of the sum of all external forces acting on the system. If
this sum is null, then:

dP

dt
¼ 0 ðA2:19Þ

and D P = 0 or P constant, thus verifying the linear momentum conservation law.
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Given the occurrence of outside forces, in practice the Law of Conservation of
Linear Momentum does not rigorously occur. The boundary of the system can,
however, be modified to include these forces. For example, if we consider as a
system a vertical falling body, there is no conservation of momentum, since the
force of gravity exerted by the Earth, considered as external, acts on the body
causing change in its linear momentum. The system can then be altered to include
the Earth so that the total momentum of the new system (Earth + body) remains
unchanged, with gravity being considered as the inner force. In this case, we
assume a movement of the Earth towards the falling body, whose velocity, as
mentioned above, is practically null, given the enormous mass of the Earth.

A2.4 Topics on Fluid Mechanics

A2.4.1 Fundamental Principles

Fluids are substances, liquid or gaseous, which do not maintain a fixed shape, and
can flow with greater or lesser ease, because their particles do not occupy fixed
positions. Contrary to solids, liquids do not maintain a fixed shape assuming the
shape of their container. A liquid such as a solid is not readily compressible and its
volume can only be significantly modified by a very significant force. The liquid
particles move adjacent to each other, with some internal friction due to their
viscosity. For its part a gas does not have a fixed shape or volume, expanding to fill
in full and simultaneously, the volume of its container and not from the bottom, as
in the case of liquids. Under normal conditions, the gas molecules are very far apart,
in the order of about one hundred diameters, moving randomly and quickly within
their container space.

Density and relative density are two known physical properties fundamental to
the characterization of fluids. The density of a substance, q is defined as the mass,
m, per unit volume, V, given by the ratio m/V. The density is expressed in kgm−3

(units IS). For example, density values (in gcm−3) of liquids such as water at 4 °C or
ethyl alcohol are 1 and 0.79, respectively. The values of density of gases such as
carbon dioxide or air are 1.98 and 1.29 (in kgm−3) and the values of solids density
(in gcm−3) as wood, cork, or steel are of the order of 0.3–0.9, 0.24 and 7.8,
respectively. In turn, the relative density of a substance relative to a standard
substance is a dimensionless quantity defined as the ratio between the masses of
these substances, occupying the same volume. The standard substance normally
considered for solids and liquids is water at 4 °C. The standard substance usually
considered for gases is air, at the same pressure and temperature as the gas whose
relative density is to be determined.

A fluid is in hydrostatic equilibrium when, in macroscopic terms, at any point in
its container space there is no accumulation or decrease of particles in the fluid. This
situation of macroscopic equilibrium does not occur at the level of atoms and
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molecules wherein rest does not occur. Static equilibrium liquids and gases obey
the same basic laws, notwithstanding differences in behavior when the pressure and
temperature that affect the gases vary more widely.

A fundamental variable for the characterization of fluids is their pressure, P,
defined as the ratio of the total force to the surface of the fluid, on which the force
acts perpendicularly. The SI unit of pressure is Pascal, defined in terms of Nm−2.
The fluids exert pressure in all directions and the permanence of a fluid at rest
implies the equality and symmetry of the forces applied in its interior. This pressure
exerted by a fluid at rest is called hydrostatic pressure.

Another important property of fluids at rest is that the force due to the pressure of
a fluid acts perpendicularly to a surface in contact with the fluid (such as the wall of
its container). Under these conditions the pressure exerted by a liquid depends only
on its height level and density, being independent of the shape of the container
(Fig. A2.2).

If there is a component of tangential force parallel to the contact surface,
considering Newton’s Third Law, the surface would exert a reaction force also
parallel to the contact surface, resulting in the fluid flow that thus loses their static
condition.

According to the Basic Law of Hydrostatics, the hydrostatic pressure in any fluid
in a closed container varies according to the height of the fluid point considered:

Fig. A2.2 Diagram representative of the distribution of forces inside containers with various
configurations (Adapt of Asimov 1993)
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dP

dy
¼ �qg ðA2:20Þ

where q is the density of the fluid at height y. The Eq. (A2.20) is indicative of how
the hydrostatic pressure varies with the height within the fluid. The negative sign
indicates that the hydrostatic pressure decreases with increasing height in the fluid
or increases with increasing depth. This relation is valid for situations in which the
density varies with depth.

Integrating Eq. (A2.20) we will have:

ZP2

P1

dP ¼ �
Zy1
y1

qgdy ) P2 � P1 ¼ �
Zy1
y1

qgdy ðA2:21Þ

Two particular cases for calculating the hydrostatic pressure variation are those
corresponding to liquids of uniform density and pressure variability in Earth’s
atmosphere. For liquids in which density variation can be neglect the integral of
Eq. (A1.22) will be:

P2 � P1 ¼ �qgðy2 � y1Þ ðA2:22Þ
For the ordinary situation of a liquid in an open container, for example water in a

glass or a lake, there is an uncovered surface on top, making it necessary to measure
the depth of the liquid from that surface and to consider that the pressure on that
surface is the atmospheric pressure Po. So, we have for Eq. (A2.22), the following
expression:

P ¼ Po þ qgh ðA2:23Þ
where the height h is equal to yy2 – y1, P = P1 and P2 is replaced by Po. Figure A2.3 is
indicative of the stated principle that the pressure of a liquid (water) in a container is
independent of height, so its height will be equal in the four tubes of the left side
container, apart from the effects of capillarity (e.g., Asimov 1993). In the right-side

Fig. A2.3 Representative diagram of the pressure distribution of a liquid (e.g., water) in a con-
tainer with multiple tubes on the left and two tubes separated by a porous membrane on the
right-side (adpt. Asimov 1993)
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container is an explanation for this principle, according to which the two tubes with
distinct heights of liquid are separated by a vertical porous membrane. Consequently,
the pressure of the liquid in the left-hand tube will be greater. The pressure gradient,
oriented from left to right, will induce the liquid to move through the porous
membrane, until the pressure and height of the liquid on both sides are equal.

Equations (A2.2) and (A2.3) are applicable to gases. Since gas density is very
small, the pressure differences may be ignored if the measurement levels are not too
high. However, if the height value is high, the gas pressure will be of a different
order of magnitude and should, therefore, be considered. An interesting example
is that of the terrestrial atmosphere, whose pressure at sea level is of the order of
1.013 � 10 5 Nm−2, or 101.3 kPa, designated as an atmosphere, gradually
decreasing with altitude. Considering that the density q is proportional to P, it can
be written:

q
qo

¼ P

Po
ðA2:24Þ

where Po is equal to 1.013 � 10 5 Nm −2, and q a = 1.29 kgm−3 is the air density at
air level at 0 °C.

From Eqs. (A2.20) and (A2.24) we get:

dP

dy
¼ �qg ¼ �P

q0
P0

	 

g ðA2:25Þ

dP

P
¼ � q0

P0

	 

gdy ðA2:26Þ

which gives:

P ¼ P0e
� p0g=P0ð Þy ðA2:27Þ

so, that the air pressure in Earth’s atmosphere decreases exponentially with height.
From Eq. (A2.27), it can also be deduced that the atmospheric pressure decreases
by half at 5550 m (Giancoli 2000). In general, high hydrostatic pressure values are
referred to the excess pressure, relative to the atmospheric pressure, denominated as
relative or gauge pressure. The pressure due to the weight of the Earth’ atmosphere
is exerted on all bodies present on the earth’s surface, so that the bodies present on
the earth’s surface must withstand the pressure due to the huge atmospheric mass.
In the case of a human being the pressure of his/her cells is equal to the atmospheric
pressure. In the cases of a balloon or of a tire, the respective internal pressures must,
respectively, be a little and a lot (3.2 atm.) higher than the atmospheric pressure.

Earth’s atmosphere puts pressure on all the objects it contacts with, including
other fluids. The external pressure applied in a fluid is transmitted through it, in
addition to the actual weight of the fluid which is transmitted to the rest of the fluid
at lower levels, as additional pressure force. In this context, the Pascal principle
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stipulates that the pressure applied to a confined fluid is transmitted integrally to the
entire volume of fluid and perpendicularly to the walls of the container as well.

For example, the pressure due to water at a depth of 200 m below the surface of a
lake, considering Po as the atmospheric pressure at the lake surface, is by
Eq. (A2.24):

P = Po + (1000 kgm−3) (9.8ms−2) (200m) = Po + 19.6 * 105 Nm−2 = Po + 19.4
atm = 20.4 atm.

Pascal’s principle is susceptible of many practical applications, of which the
hydraulic jack is an example. In this mechanical device, a small force exerted on a
small section inlet piston is converted into a larger force exerted on the larger
section outlet piston (Fig. A2.4). If the two pistons are at the same height, by the
Pascal principle the force applied on the intake piston induces an increase in
pressure which is propagated homogeneously throughout the system, so that:

Pout ¼ Pin , Fout

Aout
¼ � F in

Ain
ðA2:28Þ

or:

Fout

Fin
¼ � Aout

Ain
ðA2:29Þ

The fraction on the left side of the equality of Eq. (A2.29) is called the
mechanical advantage of the hydraulic jack, being equal to the ratio of the sections.
If the sectional area of the outlet piston is, for example, 10 times greater than the
sectional area of the inlet piston, the outlet force is 10 times greater than the input
force. For example, an input force of 150 N can raise a body of 1500 N. This is the
effect by which the larger weights can be lifted by a much smaller force.

In this hydraulic system the work of the input and output forces remains
constant. To understand this proposition, suppose a small piston with a section of 1
cm2 to which a force capable of causing a displacement of 1 cm of the level of
hydraulic fluid is applied. The volume of fluid displaced is therefore 1 cm3. The
output piston, whose section is assumed to be 10 cm2 can only move upwardly over

Fig. A2.4 Diagram represen-
tative of the application of the
Pascal principle (Adapt de
Giancoli 2000)
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a distance enough to allocate a volume of 1 cm3 of fluid. The distance travelled will
therefore be 1 cm3/10 cm2 = 0.1 cm.

The force on the output piston was increased 10 times, but the path through
which this force was applied was reduced by 1/10. The total work (given by the
product of force by distance) obtained from the hydraulic system remained constant
(e.g., Asimov 1993).

A2.4.2 Buoyancy

Bodies submerged in a fluid appear to weigh less than outside it. A huge rock,
which under normal conditions can hardly be moved, is more easily lifted if it is
underwater. When the moving rock reaches the water surface it appears to weigh
more. Other materials, such as wood, may float on liquid’s surface. In each of these
situations, there is an upward force, buoyancy, inherent to the liquid, which opposes
the downward gravity force.

Buoyancy occurs because the pressure of a fluid at rest increases with depth. In
this way, an upward pressure force exerted by the fluid on the lower surface of a
submerged solid body is greater than the downward force exerted on the upper body
surface. The buoyancy is the upward force resulting from the balance of these two
forces. For example, for a cylindrical body of height h, with the upper and lower
heights h1 and h2, a cross sectional area A and subject to pressures P1 and P2, the
resulting buoyancy FI, from F1 = P1A and F2 = P2A, on the upper and lower
surfaces, respectively, becomes:

F ¼ F2 � F1 ¼ qf gA h2 � h1ð Þ ¼ qf gAh ¼ qf gV ¼ mfV ðA2:30Þ
where V is the volume of the cylinder. The term mf V corresponds to the weight of
the fluid with a volume equal to the volume of the cylinder. In this way, buoyancy
is equal to the weight of fluid displaced by the immersed body.

Generally, submersion of any irregular solid body in a liquid contained in a
vessel causes a displacement of an equal volume of liquid that rises to a level
suitable with the displaced volume. It follows that the immersed body exerts a
downward force enough to compensate for the weight of the displaced liquid and
that, by Newton’s third law, the liquid will exert an upward reaction, equivalent to
the weight of the same volume of liquid. The force of impulsion, exerted on a body
submerged in a fluid, is equal to the weight of the fluid, displaced by that body
(Archimedes Principle).

The weight of the submerged body is equal to the product of its volume V and
density D. The weight of the displaced liquid is equal to the product between its
volume (equal to that of the submerged body) and its density d1.

The weight of the body after submersion, W, is equal to the original weight,
minus the weight of the displaced water:
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W ¼ VD� Vd1 ðA2:31Þ
whence the density of the submerged body D, is given by:

D ¼ W þVd1ð Þ=V ðA2:32Þ
Using Eq. (A2.32), the density of the body can be calculated as both weight of

the submerged body and the volume of liquid displaced as well as the density of the
liquid. If an immersed body has a density greater than that of the fluid in which it is
immersed, then D is greater than d1 and VD greater than Vd1, so it submerges in the
liquid which it is immersed.

Figure A2.5 is representative of buoyant force in a hypothetical fluid cube,
where it is shown that buoyance is manifested when the vertical force F1, exerted
on the lower horizontal surface is greater than the vertical force F2, exerted on the
lower horizontal surface. The difference in the intensity of these forces is because
the height of liquid above the lower horizontal surface is greater than the height of
liquid above the upper horizontal surface.

If an immersed body has a lower density than the fluid in which it is immersed,
then D is less than d1 and VD less than Vd1, the body will float in the liquid. A solid
body less dense than the surrounding fluid will float partially submerged on the
liquid’s surface under conditions where the weight of the displaced fluid is equal to
its original weight: its weight in water is then zero and the body neither rises nor
falls. An object only floats in a fluid if its density is lower than that of the fluid.

Air is also a fluid that exerts buoyancy, although due to its low density, this
effect on solid bodies is small. Normal bodies weigh less in the air then in vacuum.
Helium balloons float in the air because the density of helium is lower than the air.

Fig. A2.5 Representative diagram of the balance of forces on the surfaces of a hypothetical liquid
cube in a container. (a, b, c, and d, are pressure forces exerted on the vertical surfaces) (after
Asimov 1993)
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A2.4.3 Conservation of Mass and Motion Quantity

Fluid motion, or fluid dynamics, is a complex process that can be simplified by
assuming the incompressibility of the fluid and the stationarity of the flow.

Two key forms of fluid movement are laminar and turbulent flow. Under laminar
flow, the fluid layers slide smoothly over each other, the fluid particles move along
streamlines, in an orderly manner, without overlapping. Under such flow, there is
some energy dissipation due to the internal friction arising from viscosity.
Turbulent flow, common in natural environments, is characterized by erratic,
random, and circular motion in the form of swirls or turbulent vortices. These
vortices dissipate energy in a far greater amounts than viscous dissipation in laminar
regime.

A key principle in fluid dynamics calculations is that of mass conservation,
according to which the rate of temporal accumulation of fluid mass within a control
volume is given by the difference between the mass entering and leaving from that
volume per time unit.

When the incompressible laminar flow is stationary through a tube of variable
size (characteristic dimension = Dl1), the mass flow rate Dm1/Dt, in the larger input
section A1, is:

Dm1

Dt
¼ qDV1

Dt
¼ qA1Dl1

Dt
¼ qA1v1 ðA2:33Þ

where the volume DV1 ¼ A1Dl1 is the volume of the mass Dm1, q is the density of
the fluid and v1 is the velocity of the fluid in the section A1. As there is no lateral
loss of fluid and the flow occurs at constant density (incompressible flow), the mass
flow rate in the outlet A2, is equal to the outlet mass flow rate:

A1v1 ¼ A2v2 ðA2:34Þ
This equation shows that when the sectional area is large, the velocity is small

and when the sectional area is small the velocity of the fluid is greater.
Since:

Av ¼ ADl=Dt ¼ DV=Dt ðA2:35Þ
where Av represents the volumetric flow rate (expressed in m3/s).

The principle of mass conservation can be formulated generically by
differentiation:

dM

dt



sistema

¼ 0 ðA2:36Þ

where Msystem ¼ R
massa
ðsystemÞ

dm ¼ R
volume
ðsystemÞ

qdV
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applying the equations to the system and control volume (e.g. Fox and McDonald
1985) an integral form for a control volume comes as:

dM
dt



system

¼ 0 ¼ @

@t

Z
CV

qdKþ
Z
CS

qV
!	 d!A ðA2:37Þ

where CV is the designative term of the control volume delimited by the control

surface CS, V
!

the velocity vector, dK an infinitesimal element of the control

volume, and d
!
A the infinitesimal vector perpendicular to an arbitrary infinitesimal

area A, sampled on the control surface. The first term of the equation, on the right
side, represents the rate of change of flow within the control volume, and the second
term, on the right-hand side, quantifies the balance between the input and output of
mass of the system on the control surface considered, expressed in terms of vectoral
product.

According to the principle of mass conservation, the sum of the rate of change of
mass within the control volume of the system be equal and of a sign contrary to the
balance of exchanges through that volume. That is, the rate of change of mass
within the control volume of the system is equal to the time variation of the
input-output balance across the control surface.

Assuming an incompressible and stationary flow, Eq. (A2.37) can be simplified
to: Z

CS
qV
!	 d!A ¼ q

Z
CS

V
!	 d!A ¼

Z
CS

V
!	 d!A ¼ 0 ðA2:38Þ

Equation (A2.38) is the so called the continuity equation. Eq. (A2.37) is a case of a
more general equation related with the change of an arbitrary extensive property N,
such as linear momentum, within a control volume in the form:

dN

dt



system

¼ @

@t

Z
VC

gqdV þ
Z
CS

gqV
!	 d A! ðA2:39Þ

where the term in the left side is the total change of any extensive property N of the
system, the first term of the right side is the time rate change of N within the control
volume with g being the value of N per unit of mass, and the second term of the
right side is the rate of the efflux of the extensive property through the control
surface.

The principle of conservation of momentum is also applied to fluid dynamics.
From a theoretical point of view, a fluid occupying a continuous volume is subject
to surface forces acting at the boundary of the surface by direct contact and volume
forces, distributed throughout the volume. Examples of volume forces are
gravitational and electromagnetic forces.

As we mentioned earlier, Newton’s 2nd Law establishes that in a moving
system, the sum of all forces acting on a system is equal to the rate of time variation
of the linear momentum of the system. The principle of conservation of the quantity
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of linear momentum can be formulated, in a generic way, on a differential basis
identical to that presented for the conservation of mass, that is:

F
!¼ d

!
P

dt

!
system

ðA2:40Þ

where the linear moment, or quantity of movement of the system P
!
, is given by:

P
!

system ¼
Z

mass
ðsystemÞ

V
!
dm ðA2:41Þ

where in the resulting force F
!
, includes all forces and surface F

!
S and volume, F

!
V :

Whence,

F
!¼ F

!
S þ F

!
V ðA2:42Þ

For an infinitesimal mass system dm, Newton’s 2nd Law can be expressed by:

d
!
F ¼ dm

d
!
V

dt

!
system

ðA2:43Þ

Equation (A2.43) can be generically developed for a fluid particle of infinitesimal
mass, dm:

d F
!¼ dm

dV
!
dt

¼ dm u
@ V
!
@x

þ v
@V
!
@y

þx
@ V
!
dz

þ @V
!
@t

" #
ðA2:44Þ

Fig. A2.6 Schematic show-
ing static pressure distribution
and flow velocity in horizon-
tal pipes of homogeneous
section (upper) and variable
(lower) (after Asimov 1993)

Annex A2: Basic Topics on Laws of Motion and Evaporation 351



with the summation term in the ssquare brackets being relative to the particle
acceleration, and u, v and x the time derivatives, according to the three coordinate

axes, x, y, and z of the components of the velocity vector, V
!ðx; y; z; tÞ. The term

included in the right parenthesis relating to acceleration of the fluid particle includes
a convective component corresponding to the first three terms on the left side of the
summation and a local acceleration component, as the velocity field may also be a
function of time. A particle can thus be accelerated by convective transport or by
local effects because the flow may not be stationary. Equation (A2.44) is the basis
of the Navier-Stokes equations needed to describe Newtonian fluid movement in
the laminar regime, referred to in Chap. 3.

A2.4.4 Bernoulli Equation

The Bernoulli principle refers to steady flow in ideal (non-viscous and
incompressible) fluids, basically stating that if the fluid velocity is low, its
pressure is high, whereas if its velocity is high, the pressure is low. It can be written
as:

Pþ 1
2
qv2 þ qgh ¼ constant ðA2:45Þ

where h, v and q are the height, velocity, and density of the fluid, respectively.
The first term on the left side of the equality in Eq. (A2.45), P, is the static pressure.
The second and third terms to the left of the equality, are the dynamic pressure and
the hydrostatic pressure, respectively.

Static pressure is the pressure of the free flow, measured by a sensor in motion
with the fluid, which is, in practice, difficult to do. The dynamic pressure of the
fluid corresponds to its kinetic energy per unit volume and the hydrostatic pressure
is the pressure of the fluid at rest, due to the force of gravity. The sum of the static
pressure with the dynamic pressure is called the stagnation pressure, corresponding
to the pressure exerted when a moving fluid is decelerated by an obstacle, to a zero
speed, via a frictionless process. A device used to measure the speed of a fluid
flowing in a tube is the Pitot tube. The Pitot tube, inserted into the tube where the
fluid flows, allows for the simultaneous measurement of the stagnation pressure, po,
and the static pressure, defined above, after which the velocity of the fluid, v, can be
calculated, using the Bernoulli equation.

It follows that:

v ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðpo � pÞ

q

s
ðA2:46Þ
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The measurement of the static pressure of a theoretical fluid without viscosity,
moving in a horizontal tube, is based on the principle, which can be demonstrated,
that in a flow with horizontal and parallel current lines there is no pressure variation
in the direction perpendicular to the flow (e.g. Fox and McDonald 1985). The
measurement can then be made through a small hole, inserted in the wall of the
tube, with the axis perpendicular to the surface of the tube.

Bernoulli’s principle is best illustrated with an example (Asimov 1993). In a
column of water flowing over a horizontal tube of constant diameter (Fig. A2.6),
water moves at the same rate at all points. Water is under static pressure (otherwise
it would not flow) and the pressure is uniform in the pipe. This can be proved using
a horizontal tube drilled at several points and with vertical tubes inserted in each
outlet. In this condition, the water would rise at the same height in each tube.

The flow of water in a horizontal pipe of variable cross-section with a smaller
diameter zone, located in a constricted area of the pipe, and the diameter of the rest
of the pipe is similar to that of the pipe in the upper Fig. A2.6. As it is not possible
for water to accumulate in any section of the tube, a given volume of water would
have to pass through the smaller diameter tube area, in a time interval equal to what
would be required to pass through an equal length of a tube of normal diameter. For
the volume of water to cross the smaller and normal diameter zones in the same
time interval, its velocity must increase as it enters the smaller diameter zone. The
result of the increase in speed due to the increase in pressure in the fluid coming
from the zone of normal diameter, represents a reduction in pressure in the zone of
smaller diameter and, consequently, a smaller rise in the water.

Fig. A2.7 Representative diagram of the development of the transition from laminar flow to
turbulent flow in flat plate (a), and b simultaneous vertical variations of flows and concentrations
(adapted from Oke 1992)
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The pressure difference induces a force gradient directed towards the smaller
diameter zone, inducing an acceleration (increase in velocity) of the volume of
water. In turn, when the fluid enters the larger diameter zone, there will be a
decrease in the flow velocity and a pressure difference, now oriented in the opposite
direction to the displacement of the water, justify the decrease in its velocity and,
consequently an increase in pressure.

A2.4.5 Viscosity and Newtonian Fluids

Under real conditions fluids exert friction or viscosity due to resistance of the fluid
during laminar flow. Fluids (e.g. oils, water or gases) display viscosity in varying
extents. To visualize viscosity, suppose that a thin layer of fluid is placed between
two infinite smooth plates, whereby the upper plate moves with a movement, du,
and the lower plate is immobile. The layers of fluid in contact with each of the
plates adhere to their surfaces due to forces between the molecules of the fluid and
the molecules of the plates. In this way, the upper fluid layer moves with the same
velocity of the upper plate and the lower fluid layer remains immobile.

The lower layer of fluid exerts a retarding effect on the top of the adjacent layer
of fluid and this process is repeated until the layer contacts the uppermost layer. The
velocity of the fluid will vary from 0 to du, according to a gradient du/l, where l is
the distance between the plates. A force, F is needed to move the top plate, so that
for a given fluid, the required force is proportional to the area of fluid, in contact
with each plate, A, at velocity du and inversely proportional to the separation
distance, l of the plates. For different fluids, the higher the viscosity, the greater the
plate displacement force. The coefficient of absolute or dynamic viscosity of a fluid
l, can be defined from the equation:

F ¼ lA
du
l

ðA2:47Þ

Fig. A2.8 Schematic representation of viscous laminar flow above an infinite plate (after Fox and
McDonald 1985)
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Viscosity in SI units is expressed by Nsm−2 (newton-second per square meter) or
Pa.s (pascal-second). Typical values of the absolute viscosity coefficient in Pa.s are
1 � 10−3 for water at 20 °C, 4 �10−3 for blood at 37 °C 200 �10−3 for automotive
oil at 30 °C, and 1500 � 10−3 for glycerol (Giancoli 2000). Gases, such as air or
water vapor, typical have lower viscosity of about 0.0018 � 10−3 or 0.0013 � 10−3,
respectively. The viscosity of liquids decreases with increasing temperature.

The force, F, applied to the upper plate, directly proportional to the viscosity of
the fluid, is a tangential force to the fluid layers and, therefore, normal to the
perpendicular to the surface of the plates. This induces a tangential deformation of
the fluid, characterized, as mentioned, by the tangential movement of some layers of
the fluid relative to the others.

This tangential deformation enables fluids to adopt the geometry of the container.
A fluid can be defined as a substance that is continuously deformed under tangential
force or tension, regardless of its magnitude. The fluid is said to be Newtonian when
due to fluid’s viscosity, the tangential stress is directly proportional to the velocity
gradient (Eq. A2.46). Tangential stresses, perpendicular to normal or pressure forces
or stresses, are also referred to as shear stresses.

To the shear stress, F in the present case, a notation of type syx can be applied, in
which the first subscript y refers to the plane in which the tension s acts,
corresponding to the direction normal to the plane, and the second subscript
corresponds to the direction of the tension acting.

Equation (A2.47) can be written in a differential form, per unit area of surface:

syx ¼ l
du

dy
ðA2:48Þ

The tangential deformation of the fluid is angular. It can be shown that the
angular deformation rate, da/dt is equal to the vertical velocity gradient du/dy (e.g.
Fox and McDonald 1985). Concerning flow over smooth plates, Monteith and
Unsworth (2013) refer the frictional force per unit surface, s, as:

s ¼ 0:66qVðVn=lÞ0:5 ðA2:49Þ

Fig. A2.9 Representative diagram of the flow around a circular section (adapted from Fox and
McDonald 1985)
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with l being the length of surface exposed to airflow. The corresponding
resistance to momentum transfer is expressed as:

sM ¼ 1:5V�1Re0:5 ðA2:50Þ

A2.4.6 Streamlines and the Boundary Layer

The streamlines are the tangential lines, in each moment of time, to the flow
direction. Since the current lines are tangential to the velocity vector of each fluid
particle, flow perpendicular to the streamlines cannot occur. In steady flow, the
velocity at each point remains constant over time, so the streamlines also do not
vary between consecutive time instants. This means that particles passing at a given
fixed point in space belong to the same streamline, or that they are under stationary
flow conditions, e.g. the fluid particle remains in the same streamline (e.g. Fox and
McDonald 1985).

The boundary layer concept, in laminar flow, is readily derived from the analysis
of tangential tensions in fluids. The concept of the laminar layer limit is a
simplification of the real conditions existing in the physical conditions of the
environment, under which the turbulent flow, of a more complex nature
predominates (Fig. A2.7), which dynamizes the vertical flows of mass and energy.

The transition between laminar and turbulent flow can be analysed in terms of
the ratio of the inertial forces associated with the horizontal movement of the fluid
to the viscous forces generated by molecular interaction. This ratio (see Chap. 3),
the Reynolds number Re, defined as Vd/m, where V is the velocity of the fluid, d is
the characteristic dimension of the system, and m is the kinematic viscosity coef-
ficient. This coefficient is defined as the ratio of the dynamic or absolute viscosity to
the density of the fluid. Under flow on a flat plate, the characteristic dimension is
the distance in abscissa, from the point of fluid considered, to the point of contact
between the fluid and the plate. The critical values of Re, for the transition between
the laminar and turbulent flow zones, are about 2 x 103.

Suppose, then, a fluid, moving on a flat immobile plate, approaching it with a
uniform velocity U∞. In this case, the fluid layer adjacent to the plate, due to
adhesion to its surface, remains immobile, and Eq. (A2.47) remains valid.

Therefore, even though the speed of the fluid on the stationary surface of the
plate is zero, there is fluid flow, with velocity gradients and tangential shear
stresses. In this case, the slowing effect of sliding fluid layers induces a vertical
increase in fluid velocity. At a certain point, located vertically, this retarding effect
caused by the surface is no longer present, with the fluid speed being equal to that
existing in the previous region, to the fluid contact point with the V∞ plate.

The fluid velocity, in contact with the immobile plate in the vertical direction 0
� y � yB varies, therefore, in the range 0 � v � V∞. The vertical height,
influenced by the retarding effect of the plate on the flow of the fluid, increases with
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the distance to the point of contact between the free fluid and the flat surface
(Fig. A2.8).

Fluid flow comprises two distinct regions. One is the boundary layer adjacent to
the surface plate, where tangential shear stresses occur. As mentioned before, the
height of the boundary layer increases with distance to the point of contact. The
outer zone is located above the boundary layer. In this latter zone, the vertical
velocity gradient is zero, there are no tangential stresses, and viscosity is not used
in the study of laminar flows.

Another important problem concerns stationary, laminar, and incompressible
flow around circular sections of solid bodies, such as cylinders, in which both
viscous and pressure forces are relevant (Fig. A2.9).

In this case, the streamlines are symmetrical around the circular section while the
central line collides with the circular section at point A, divides and bypasses the
section. Point A is known as the stagnation point. As in a flat surface flow, a
boundary layer is formed in the circular section by the action of the viscosity. The
velocity distribution, around the section, can be evaluated by the spacing between
the streamlines. If the streamlines are more compacted, because there is no flow
between them, the fluid velocity is greater. On the contrary, the fluid velocity will
be lower if the current lines are farthest from each other. If the flow is inviscid (fluid
without viscosity), then the streamlines are symmetrical relative to the circular
section. The speed around the section increases to a point D (Fig. A2.9b) where the
streamlines are more compacted, then decreasing as the fluid bypasses and deviates
from the section.

According to Bernoulli’s principle the speed increase occurs simultaneously
with a pressure decrease whereas a decrease leads to an increase in pressure. Thus,
in the case of a steady and incompressible inviscid flow, the pressure along the
surface section decreases from point A to point D and again increases up to point E.
In this ideal flow, a boundary layer is not considered because of the absence of
viscosity, and the pressure and fluid velocity fields are symmetrical along section,
with no pressure gradient likely to exert a dragging effect on the section. Since the
pressure increases again, in the zone posterior section of the section beyond point B,
it is natural that the particles in that zone of the boundary layer, experience a
balance of pressure forces, in the opposite direction to their movement. From a
point C, called the separation point, the fluid inside the boundary layer is brought to
rest and separated from the surface. The separation of the boundary layer results in a
low-pressure zone at the back of the section, called a wake, with effects of local
fluid recirculation.

Under real flow with viscosity (Fig. A2.9a) data suggests that the boundary layer
between points A and B is very thin, and it can be assumed that the streamlines
above the boundary layer and the consequent distribution of pressures are like that
of inviscid flow. As the pressure increases again, in the posterior zone of the section
beyond the point B, the particles in that zone of the boundary layer are subject to
opposing pressure forces, in the opposite direction to their movement. From the
separation point C, called the separation point, the fluid inside the boundary layer is
brought to rest and separated from the surface. The separation of the boundary layer
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results in a low-pressure zone at the back of the section, called as wake, with local
fluid recirculation effects.

This dragging effect will be all the greater the larger the wake, so processes such
as thinning the geometry of the section of the bodies, tend to delay the separation
effect and reduce the formed wake and the consequent dragging force. This effect is
also known as form drag because it depends on the shape and orientation of the
body. In this way, a pressure gradient oriented in the direction of flow occurs,
tending to drag the solid body.

Maximum form drag occurs in surfaces at right angles to the fluid flow,
corresponding to bluff bodies matching the maximum pressure that a fluid can exert
in contributing to the total form drag on the body. From Eq. (A2.39), the rate of
moment transfer, or efflux through a control surface, from the fluid to a unit area of
a perpendicular surface of the body is 0.5 qV2. This quantity is the total form drag
over the immersed body considering a mean velocity of V/2 that exists if there is a
decrease of velocity from V, under normal flow, to 0 when flow is stopped at the
stagnation point in the body surface. In bluff bodies, the fluid tends to slip around
their sides so that the form drag force in the upstream face is lower than 0.5qV2

(e.g. Monteith and Unsworth 2013).
The real form drag over a unit area will be given by cd 0.5qV

2, where cd is the
total drag coefficient which is related to the combined form and skin drag. This
coefficient ranges between 0.4 and 1.2 for spherical and cylindric bodies under
Reynolds numbers between 102 and 103. For surfaces parallel to the air stream the
diffusion of momentum in skin friction is analogous to the diffusion of gases
molecules and heat and water vapour. For surfaces perpendicular to airflow, there is
no frictional drag in the direction of flow and the similitude will occur only between
rav and raH.

A2.5 Topics on Evaporation Physics

A2.5.1 Fundamental Principles

Atmospheric air usually contains vapor from the evaporation and a key concept in
environmental physics is the air relative humidity. It is defined as the ratio of its vapor
pressure, e, and the vapor saturation pressure at the same temperature, es(T). The
relative humidity of the air (in analogy with saturation deficit) is a measure of the
drying capacity of the air. In a free water surface, the equilibrium condition of vapor
exchanges between that surface and the adjacent air, corresponds to the saturated air
with unitary relative humidity. In a situation of contact between air and a porous
body, such as soil, wood, or a saline solution, a lower air relative humidity exists
under equilibrium of the vapour exchanges (Monteith and Unsworth 1991).
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Other concepts used for the characterization of atmospheric humidity (Chap. 4)
are the specific humidity, q, defined as the mass of water vapour per unit mass of
humid air and the absolute humidity v, defined as the mass of vapour of water per
unit volume of humid air.

To analyse the dynamics of the evaporation process, consider the simple case of
an open cup with water, the level of which level falls during the night because of
evaporation, due the liquid molecules changing into the vapour phase. This process
can be explained in terms of kinetic energy.

The molecules of a liquid move relative to one another in a totally random
fashion. The water molecules remain in the liquid state due to attractive forces,
which keep them in this state. A molecule in the surface area of the water, with a
certain velocity, may momentarily leave the liquid and then eventually be
recaptured by attractive forces of other molecules of water if its velocity is not
excessive. Otherwise, the molecule will escape from the liquid medium into the gas
phase. Only molecules with appropriate velocity and kinetic energy will escape into
the gaseous phase, due an increase in the ambient temperature. This confirms the
observable reality that evaporation increases with temperature.

As higher velocity molecules escape into the atmosphere, the average velocity,
kinetic energy, and temperature of the remaining liquid molecules will decrease. It
can be thus anticipated that evaporation is a process of internal cooling of the
system. In the case of water, the temperature drop caused by evaporation is due to
the release of the latent heat of vaporization, L, for example 2.44 MJkg−1 at 25 °C.
An example of this is the cooling sensation experienced by a person after intense
perspiration followed by a slight breeze, or after a hot shower.

Consider a capped bottle, partially filled with water under vacuum. The water
molecules with the highest velocity will migrate to the gas phase. Some of them,
due to their random and disorderly movement, collide with the surface of the liquid
and are reintegrated into the liquid phase, via condensation process which is the
reverse of evaporation. The number of water-vapor molecules thus increases until
the number of molecules of water that evaporate is equal to the number of
molecules of water-vapour that condense, wherein under these conditions, the
vapour pressure is the saturation pressure.

The saturation vapor pressure does not depend on the volume of the container. If
the volume above the liquid is suddenly reduced, the density of the molecules in the
vapor phase temporarily increases, as well as the intensity of impacts/shocks of
these molecules on the surface of the liquid until a new equilibrium state is reached,
occurring at the same pressure and temperature. The vapor pressure depends on the
ambient temperature. Under higher temperatures, more molecules have enough
kinetic energy to separate from the liquid phase into the vapor phase, so that
equilibrium is reached at a higher vapor pressure.

In real situations, the evaporation of liquids like water occurs in the atmosphere
and not in a vacuum. As in a vacuum, the equilibrium is reached when the number
of molecules that evaporate is equal to the number of molecules that condense.

In the case of water vapor, the number of molecules in the condensation and
evaporation is not affected by the presence of air, although collisions with air
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molecules can delay the time required to reach a new equilibrium. So, the
equilibriums for evaporation in the atmosphere and in the vacuum will occur at the
same vapor pressure. If the water container is large or open, the water may
evaporate completely without reaching the saturation of the surrounding air (e.g.,
Giancoli 2000).

The dryness of the ambient climate depends on the moisture content of the air. In
the atmospheric air, there is a mixture of gases, including water vapor, and the total
(atmospheric) pressure is the sum of the partial pressures of the constituent gases.
The partial pressure of each gas is equivalent to the total pressure that gas would
exert if it were isolated in the same control volume. The partial pressure of the water
vapor can thus vary from zero to a maximum value equal to the saturation pressure
of water vapor at the same temperature. For example, the water vapor saturation
pressure is 3.17 kPa at 25 °C.

If the partial pressure of water vapor exceeds the saturation pressure, as it can
happen in night cooling conditions, the atmosphere is said to be supersaturated and
the excess water vapor condenses in the form of dew (or under peculiar physical
conditions such as fog) or precipitation). When a portion of humid air, in isolation
conditions, is cooled, the temperature will drop to such an extent that the partial
pressure of water vapor is equivalent to the saturation pressure. This temperature
value is known as the dew point.

The measurement of the dew point is one of the methods that allow the
determination of the relative humidity of the air. For this purpose, for example, a
polished metal surface subjected to a cooling process, in contact with the moist air,
may be used. If, for example, the ambient temperature is 30 °C and the dew point
temperature is 10 °C, the original vapor pressure will be 1.23 kPa (saturation
pressure at the dew point temperature), the saturation pressure will be of 4.24 kPa
and the relative humidity will be 1.23/4.24 or 29%.

Another process for evaluating the relative humidity of the air, consists of using
an aspiration psychrometer, (Appendix A1) whose principle is based on the
measurement of two temperatures, dry and wet, by applying appropriate sensors, for
example, thermocouples, under normal conditions and soaking in gauze, dipped in

Fig. A2.10 Relationship
between dry temperature, wet
temperature, equivalent tem-
perature and dew point (after
Monteith and Unsworth 2013)
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a container of water. If the air is not saturated, part of the gauze water will
evaporate, and its cooling, due to evaporation, is recorded continuously by the
temperature of the respective thermocouple (wet temperature). The system, which is
generally tubular, is isolated from the ambient radiation, for example by a silver
foil, and subjected to a steady flow of suction of indoor air by a fan. The difference
between the two temperatures is a function of the relative humidity of the air.

It can be demonstrated (Monteith and Unsworth 1990) that the dry temperature,
Tdry recorded by the thermocouple, is related to the surface temperature of the
tubular system exposed to direct radiation, Ts and to the current air temperature T:

Tdry ¼ rHTs þ rT

rH þ rr
ðA2:51Þ

where rH the aerodynamic resistance to heat transfer by convection (sensible heat,
Chaps. 2 and 6) and rr the resistance to heat transfer by longwave radiation, of the
order of 300 sm−1 at 25° C. By Eq. (A2.51) the measured dry temperature is a
weighted average between the current air temperature and the temperature of the
thermocouple.

The radiative heat transfer by radiation comes:

sr � qcp
4rT3

ðA2:52Þ

where r is the Steffan-Boltzmann constant (Chap. 6).
In practice, the dry and wet temperatures measurement system is optimized by

achieving that rH is much lower than rr, either by adequate ventilation (speed of the
order of 3 ms−1) or using thermocouples, with the smallest possible junction, or
even, by using insulation or white paint, on the system surface.

Regarding the wet temperature, it should be noted that the temperature measured
by the thermocouple with a wet gauze, approximates the theoretical concept of
thermodynamic wet temperature (Monteith and Unsworth 1990).

This theoretical concept can be visualized by considering an isolated system
consisting of a closed container with a sample of pure water in a natural air
environment. This sample of unsaturated air at an initial temperature Ti, at a vapor
pressure e, and a total pressure p, will humify until saturation is reached at
saturation partial pressure, at a temperature Ts, lower than Ti (Monteith and
Unsworth 1991). In this context it is possible to verify that:

e ¼ es Tsð Þ � cpp=Le
� �

Ti � Tsð Þ ðA2:53Þ
with the ðcpp=LeÞ term being the psychrometric constant, c, (Chap. 4) that is about
66 PaK−1 at 0 °C or 67 PaK−1 at 20 °C.

The rate of increase of es(T) with temperature, D, is another important parameter
in environmental physics, that is given by Eq. (A2.54):

D ¼ LMwesðTÞ=RT2 ðA2:54Þ
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where R, is the perfect gas constant and Mw the molecular weight of water.
Eq. (A2.54), is valid up to ambient temperatures of about 40 ºC. The rate, D, is
about 6.5% per °C, between 0 and 30 °C (Monteith and Unsworth 1991).

With an aspiration psychrometer under real conditions, the vapor pressure in the
air is related to the wet temperature, Twet, and the dry temperature, Tdry, as shown by
Eq. (A2.55).

e ¼ es Twetð Þ � D Tdry � Twet
� � ðA2:55Þ

where e is the vapour pressure of the air at the dry temperature. The value of es
(Twet), (or vapor pressure at wet temperature) is obtained from the psychrometric
diagram, or by the empiric polynomial Eq. (A2.64) below.

On the other hand, considering the variation of the saturation pressure with the
air temperature, D, at the average temperature between Th and Ts, it will come:

e Twetð Þ ¼ es Tdry
� �� D Tdry � Twet

� � ðA2:56Þ
By substituting Eq. (A2.56) in Eq. (2.53) we have:

e ¼ es Tdry
� �� D Tdry � Twet

� �� c Tdry � Twet
� � ¼ es Tdry

� �� ðDþ cÞ Tdry � Twet
� �

ðA2:57Þ
Defining the saturation deficit, D, and the temperature difference between the dry

and wet thermometer, as B, as expressed in Eqs. (A2.58) and (A2.59):

D ¼ es Tdry
� �� e ðA2:58Þ

and:

B ¼ Tdry � Twet
� � ðA2:59Þ

From Eq. (A2.57) we have that:

D � ðDþ cÞB ðA2:60Þ
In a psychrometric chart (Fig. A2.10) wherein the vapour pressure (kPa) is

shown in ordinates and the temperature in abscissa (ºC), the line QYP represent
the relationship between the vapour pressure of saturated air and temperature,
in a given temperature range. The line joining a point X, with coordinates
(T, e) representing Tdry and respective vapour pressure, with a point Y with
coordinates (Twet, es(Twet)) will be given by Eq. (A2.61):

e� es Twetð Þ ¼ �c Tdry � Twet
� � ðA2:61Þ

So, the wet temperature of an air sample can be obtained from the dry
temperature, at the interception point of the saturation pressure curve with a line
with slope –c, passing through a coordinate point (T, e). The intercept of the
straight line with the abscissa (point Z in Fig. A2.10), is the equivalent temperature
Te. The coordinates of this point are (Te, 0). In this figure, the line XQ, corresponds
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to the dew point temperature at point Q and the line XP, corresponds to the
saturation temperature at point P.

The XY line in Fig. A2.10, represents the adiabatic evaporation curve,
corresponding to the temperature and vapor pressure changes of a given air
sample under adiabatic conditions, i.e. without any heat exchanges with the outside
environment.

The equation relating the temperature of a given air sample at a lower vapor
pressure than the saturation pressure with the equivalent temperature Ts in line
segment XZ, is expressed by:

Te ¼ T þðe=cÞ ðA2:62Þ
The corresponding equation, relating a point of the saturation curve with the

corresponding equivalent temperature in line segment YZ is expressed by:

Te ¼ Twet þ es Twetð Þ=y ðA2:63Þ

A2.5.2 Empirical Approach

An alternative approach to calculating the relative humidity of air from dry and wet
temperatures using the aspiration psychrometer is based on the application of
successive empirical polynomial equations.

The saturation water vapor pressure in the air, at wet temperature, can be
calculated using the Eq. (A2.64) below:

es Twetð Þ ¼ 6:209 
 10�5
� �

T3
wet þ 2:188 
 10�4

� �
T2
wet þ 6:319 
 10�2

� �
Twet þ 0:524

ðA2:64Þ
As for the relationship between the absolute humidity of the air v, for the wet

Twet and dry Tdry temperatures, we have:

vdry ¼ vsTwet � qcp
a
Dif

	 
2
3

Tdry � Twet
� �

L ðA2:65Þ

where Dif is the air mass diffusivity, a the thermal diffusivity, and vsTwet is the
absolute saturation humidity, at the wet temperature.

The vsTwet can be obtained from the following expression:

vSTwet ¼ 3:688 
 10�7
� �

T3
wet þ 3:779 
 10�6

� �
T2
wet þ 4:221 
 10�4

� �
Twet þ 4:42 
 10�3

� �
ðA2:66Þ

All other air properties can be obtained from the average temperature Twet and
Tdry (equals to (Twet + Tdry)/2) using the Eqs. (A2.67)–(A2.71), described below.
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The air density (kgm−3) as a function of temperature, can be obtained by the
equation:

qðTÞ ¼ ð2:667 
 10�6ÞT3 � ð1:6 
 10�4ÞT2 � ð1:067 
 10�3ÞT þ 1:268 ðA2:67Þ
The thermal diffusivity of the air (m2s−1) may be calculated by:

aðTÞ ¼ � 1:333 
 10�10
� �

T3 þ 8 
 10�9
� �

T2 � 1:667 
 10�8
� �

T þ 1:97 
 10�5

ðA2:68Þ
The mass diffusivity of the air (m2/s−1), as a function of mean temperature, is

calculated by:

DðTÞ ¼ ð2:667 
 10�10ÞT3 � ð1:8 
 10�9ÞT2 þð5:433 
 10�7ÞT þ 1:84 
 10�5

ðA2:69Þ
The specific heat at constant air pressure (kJkg−1), as a function of mean

temperature, may be obtained by:

cpðTÞ ¼ 5:8 
 10�7
� �

T2 þ 5:854 
 10�6
� �

T þ 1:00512 ðA2:70Þ
and finally, the latent heat of vaporization of the air (kJkg−1), also as a function

of mean temperature, may be evaluated by:

LðTÞ ¼ �2:361T þ 2501:55 ðA2:71Þ
Relative humidity is then given by the ratio between v(Tdry) and vs(Thum) calculate

respectively from Eqs. (A2.65) and (A2.66).
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